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PREFACE

The Federal Committee on Statistical Methodology was organized by
the Office of Management and Budget (OMB) in 1975 to investigate
issues of data quality affecting Federal statistics. Members of
the committee, selected by OMB on the basis of their indiwvidual
expertise and interest in statistical methods, serve in a
personal capacity rather than as agency representatives. The
committee conducts its work through subcommittees that are
organized to study particular issues and prepare working papers
presenting their findings. The subcommittees are open by
invitation to Federal employees who wish to participate. This is
the 23rd Statistical Policy Working Paper published under the
auspices of the committee since its founding.

On May 25-26, 1994, the Council of Professional Asscociations on
Federal Statistiecs (COPAFS) hosted a "Seminar on New Directions
in Statistical Methodology." Developed to capitalize on work
undertaken during the past fifteen vears by the Federal Committee
on Statistical Methodology and its subcommittees, the seminar
focused on a variety of topics that have been explored thus far
in the Statistical Policy Working Paper series and on work on
statistical standards undertaken by the Statistical Policy Office
at OME. The subjects covered at the seminar included:

EBEconomlec Classification Revislons

Disclosure Limitation Methodology

Customer Surveys

Advances in Data Editing

Time Series Revision Policies

Incentives in Surveys

Computer Assisted Survey Information Ceollection
Lungztud1nal Surveys

Cognitive Testing and Self- Admlnldtered Questionnaires
Statistical Uses of Administrative Records
Emall Area Estimaticn

Nonresponse in Surveys

Each of these topice was presented in a two-hour session that
featured formal papers and discussion, followed by informal
dialogue among all speakers and attendees.

Statistical Policy Working Paper 23, published in three parts,
presents the proceedings of the "Seminar on New Directions in
Statistical Methodology." In addition to providing the papers
and formal discussione from each of the twelve sessions, the
working paper includes Graham Kalton’s keynote address,
"Improving the Quality of Federal Statistics," and comments by
Norman M. Bradburn, Rcbert M. Groves, and Katherine K. Wallman at
the closing session, "Toward an Agenda for the Future."

We are indebted to all of our colleagues who assisted in organiz-
ing the seminar, and to the many individuals who not only pre-
sented papers but alsc prepared these materials for publication.
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TIME, DOLLARS, AND DATA: SUCCEEDING WITH REMUNERATION IN
HEALTH SURVEYS

Trena M. Ezzati-Rice, Andrew A. White, William D. Mosher
National Center for Health Statistics, CDC

- Maria Elena Sanchez
Agency for Health Care Policy and Research

Introduction

All surveys experience nonresponse in spite of the fact that the goal for all sample
surveys is to maximize survey response, and thus minimize nonresponse bias in the
survey estimates. Over the years, survey incentives (both monetary and non-monetary)
have been used in conjunction with other survey methodologies to obtain complete and
accurate information for the largest number of sample units.

Incentive use in surveys has spanned a wide variety of survey types, sponsors,
respondents, and survey topics. As the title suggesis, we present and discuss the use
of remuneration (monetary incentives) in selected health surveys conducted by the
National Center for Health Statistics, CDC (NCHS), the Agency for Health Care
Policy and Research(AHCPR), and Project HOPE.

Experimental and field results have demonstrated that incentives can have a
positive impact on survey response rates, and we will concentrate on describing
selected incentive applications and experiments. Included here are new results from a
field wrial of remuneration in NCHS's Nativnal Survey of Family Growth, Cycle 5
Pretest.

Additional information in the area of remuneration in health surveys not reviewed

in this paper can be found in the literature” > ** In particular, the paper by Kulka

' Kulka, R.A (1992, October). _A Brief Review of the Use of Monetary Incentives
in Federal Statistical Survevs, presented at the COPAFS Symposium on Incentives in
Surveys, Boston, MA

> Willimack, D.K., Petrella, M., Beebe, T, and Welk, M. (1992, August). The
Use of Incentives in Surveys: Annotated Bibliography, Survey Research Center,
Institute for Social Research, University of Michigan
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included in this volume gives a brief background on the use of monetary incentives
and references numerous articles this topic across various types of surveys. Kulka also
addresses sociological models proposed to describe the operation of incentives. The
paper by Willimack et al. 15 an unpublished review of published literature however
they do make the observation : "The bulk of the published literature regards the
effects of incentives in mail surveys. No doubt incentives have been and/or are being
used in both telephone and face-to-face surveys, but there is a lack of documentation
of tests in the published literature. Perhaps incentives have been implemented in
telephone and face-to-face surveys based on the mail survey results and on ‘common’
sense, without specific testing within mode. Based on a brief look at conference
abstracts, it appears that documentation of incentive testing and/or use in survey modes
other than mail may be found in non-published literature, such as professional
association conference presentations.”

Overview of Health Survey Issues and Remuneration

The use of monetary incentives is not new in health surveys and over the years
those of us working in the field have learned a great deal about their use. Much of the
material in this section was presented at an October 1992 COPAFS/OMB Symposium
on Providing Incentives to Survey Respondents held at the John F. Kennedy School of
Government, Harvard University, Cambridge, MA.

Although most surveys conducted by the Federal Government are ‘based on unpaid,
voluntary participation, monetary or gift incentives for participation may be justified
for certain types of household and establishment based surveys in order to increase
participation rates, encourage accurate record keeping, and/or keep expenses down. In
addition for health surveys, remuneration may be justified for surveys which involve a
physical examination and the drawing of a blood sample in order to maximize
response rates.

High response rates bring the benefits of increased validity through increased
precision and reduced potential for bias in survey estimates Incentives and

* Kulka, R. A (1994, Ma}r} The use of Incentives to Survey "Har d-}g-Reach"

Respondents: A .
presented at the COPAFS Seminar on New Directions in Stanistical Methodology,
Bethesda, MD.

‘ Dillman, D. A. (1991) The design and administration of mail surveys. Annual
Review of Sociclogy, 17, p. 225-249
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remuneration can be considered appropriate whenever respondents are asked to devote
time and effort (sometimes a considerable amount) to assisting the govmmmt in
obtaining high quality data for research and policy related issues which will impact the

entire nation.

For population based surveys, incentives can result in a higher motivation to
participate, increased effort to give accurate (honest) responses, greater acceptance of
government surveys, increased response rates, lower item nonresponse rates, and cost
savings through better data quality and fewer call backs and/or canceled appointments.
Further, cash incentives enhance the importance of the survey to respondents and
provide tangible evidence of the value of their input. Incentives may stimulate
otherwise reluctant respondents to participate and to more readily make themselves
available to participate. Gift incentives for children could reinforce the value and

importance of their participation.

The largest potential for net benefits from remuneration or incentives will be
found: among surveys that experience higher refusal or item non-response rates,
among surveys where persons at higher risk of being targeted respondents are less
‘likely to participate (thus biasing the results); in situations where respondents are easy
to locate, but initial or continuing cooperation 1s hard to gain, among those surveys
requiring repeated contact in & short time period (like 2 month) or with other
significant burden involved (like a physical examination or drawing of blood); or
among those that require respondents to do something on their own, like complete a
mail questionnaire or keep diaries, or participate in a followup survey of initial
nonrespondents.

In particular incentives are most likely to have an effect in surveys that: require the
respondent to travel; are lengthy or have a longitudinal component; are focussed at
hard to reach populations (like adolescents or young black males), or that ask
questions about sensitive topics (like income, drug use, risk behaviors related to
HIV/AIDS) Remuneration may also gain survey participation when sample persons
do not perceive an immediate benefit to themselves and/or society by participating,

Preparation and pilot testing of questionnaires (especially laboratory based testing)
often requires respondent travel and takes large blocks of respondent time. The
potential benefit to the survey 15 so large from this tvpe of testing that remuneration 1s
well worth it

For institutional surveys, incentives can result in money and time savings (e.g.,

hospital versus government staff abstracting hospital records), removal of a bamer to
participation (financial loss), greater acceptance of government surveys, cost savings
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. through fewer call backs and/or canceled appointments, increased response rates, and
for some businesses, lower item nonresponse rates, and better data quality.

Remuneration in institutional surveys is ofiten seen as compensation rather than as
an incentive to participate in voluntary surveys. Institutions think of time as money
and may consider compensation a requirement to engage in substantial continuing
activities. Some may set that standard for any voluntary survey. In this sense,
remuneration may make a survey possible. In addition to participation, remuneration
to the institution can be cost beneficial to the government if summary data must be
compiled from business records for survey purposes. The institution can often do it
for less than having government field representatives comb the records. In businesses
‘where staff energies must be diverted to complete a survey, the thoroughness and
accuracy of the response may be improved if the business is being remunerated.

In institutional surveys, the continuing nature of data collection from particular
respondents is a critical factor. There may be no other way to obtain the data (e.g. the
is a charge for access to hospital records and state vital records already exist, why
should the government be excepted?). Remuneration may actually be less expensive
than providing the person hours needed to compile the data from institutional records
even if the institution 1s willing to grant access.

A review of these issues and the use of incentive methods took place at the 1992
COPAFS/OMB Symposium®. This led to a recommendation, "that OMB seriously
consider an agency's request to use incentives in a limited number of specific
situations in which a survey violates the norm of what is considered the standard
survey." The participants defined a standard survey as: a cross-sectional survey of the
household population done in about an hour in 2 single session at the respondent's
convenience; and done in the respondent's home with non-intrusive, nonsensitive
questions. Symposium participants suggested that incentives be considered in the
following special situations:

Surveys of hard-to-reach or special population subgroups,

Surveys involving unusual demands or respondent intrusions such as -

* Council of Professional Associations on Federal Statistics (COPAFS). (1993),
September). Providing incentives to survey respondents: Final report (Contract No
GS0092AEM0914). Washington, DC: Regulatory Information Service Center, General

Services Administration.
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Lengthy interviews,

Keeping a diary,

Taking physical or physiological tests, or
Going somewhere special to participate;

Surveys involving sensitive questions and/or topics;

Surveys involving a commitment to participate over time such as for a panel
survey; and :

Surveys where respondents are not a household respondent such as a physician,
hospital, or nursing home. ' '

Specific Experiences with Remuneration in Health Surveys

This section highlights some major instinutional and population based surveys
which successfully use or have used remuneration fo increase survey response and/or

data quality. For some of the summaries we have paraphrased or reproduced
language in the original references for the sake of accuracy.

NATIONAL HEALTH AND NUTRITION EXAMINATION SURVEY

The National Health and Nutrition Examination Survey (NHANES) is a periodic
survey designed to assess the health and nutritional status of the noninstitutional
population of the United States. The NHANES consists of a household interview with
adult, youth, and family medical history questionnaires, followed by a 3-4 hour
standardized physical examination in specially equipped mobile examination centers
(MEC's). The NHANES 15 based on a stratified multistage cluster probability sample
design®. The on-going Third NHANES or NHANES III is the seventh in a series of
surveys using health examination procedures that have been conducted since 1960 by
NCHS.

As for most large-scale Federal surveys, the success of the NHANES surveys
depends upon voluntary participation of individuals selected in the sample

¢ Ezzati, T, Massey, ], Waksberg, 1., Chu, A., and Maurer, K. (1992). Sample
Desion: Third National Health and Nutrition Examination Survey. National Center

for Health Statistics. Vital Health Statistics. Series 2, No. 113,
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Remuneration has been used in all NHANES surveys and has been shown to be
necessary for attaining adequaté response rates,  For the three early Health
Examination Surveys (HES) conducted in the 1960's of adults, children, and youths,
respectively, the examination response rates were excellent ranging from 87 percent to
96 percent’. However, with the beginning of NHANES 1(1971-74), the examination
response rate (64 percent) was much lower than those in the earlier HES surveys.
After extensive efforts to improve the miserable response rate through interviewer re-
training, increased publicity, and community outreach, the response rates remained at
an unsatisfactory level. Therefore, it was proposed that a monetary incentive be
considered to reduce examination nunrf:spﬂnsel. Since there was little information
available from previous studies to show the effect of paying respondents to participate
in health surveys, a field experiment was undertaken. First, of course, justification had
to be submitted to OMB and approval obtained. It was reasoned that remuneration for
NHANES was justified since participation in the survey required several hours of the
respondent's time (thus lost time from work) and paid assistance for child care might
also be required. It was hypothesized that the cost of the remuneration would be
offset by a reduction in the number of contacts to a household to obtain respondent
participation. Further, if the response rates increased significantly, the overall validity
of the survey results would outweigh the remuneration costs.

The experimental design for the study was superimposed upon the within primary
sampling unit (PSU) design for NHANES I°. The study was undertaken during 1972 in
the San Antonio, Texas, PSU. The segments within the PSU were randomly paired by
segment size and median family income. All of the sample persons in one segment of
each pair were told about the $10 remuneration. The sample persons in the other
segment of the pair were not told of the $10 remuneration. It should be noted
however, that all persons who were examined received $10. The difference was that
persons in the "not told" segments did not know about-the remuneration until after
they had been examined. while those in the "told" segments knew of the $10
remuneration before being examined.

Telling sample persons that they would be given $10 after completing the .
examination phase of the survey had a positive effect on the response rate in San

? Bryant, E., Kovar, MG., and Miller, H (1975). A Study of the Effect of
Remuneration Upon Response in the Health and Nutrition Examination Survey
National Center for Health Statistics. Vital Health Statistics. Series 2, No. 67.

¥ Ibid.
? Ibid.

230




~ Antonio. Among the 303 persons in the experimental segments (told) who were

contacted, 82 percent were examined (see Table 1). On the other hand, among the 292
persons in the control segment (not told), only 70 percent were examined. Thus, the
NHANES 1 experiment showed that the offer of $10 to sample person increased the
response rate by 12 percentage points. Also, there was some evidence that sample
persons were more cooperative and that less effort was required to obtain response
when remuneration was offered as evidenced by the number of persons making an
examination appointment at the-first interview contact. Also, a larger proportion of the
"told" group kept their appointments than the "not told" group. Only 2.1 contacts per
examined person were required for the "told" group as compared with 2.5 such
contacts per examined person for the "not told" group.

Table 1. Examination Response Rates from NHANES I Remuneration Experiment
(sample sizes shown in parentheses)
Not Told of Payn?rnt Told of Payment
Experiment T70% 82%
(292) (303)
Actual Survey* 68% 78%
I (7335) __(6035) |

*Represents results from the first 35 stands of NHANES [

The findings of the NHANES I remuneration study were considered conclusive
enough to include remuneration in the remainder of NHANES 1. The overall response
rate at the 45 survey locations where remuneration was offered in NHANES |
(including San Antonio) was 78 percent as compared to 68 percent for the 19 survey
locations where remuneration was not offered.

The $10 remuneration used in NHANES 1 was continued in NHANES 11
However, about midway through NHANES 11, the response rate dropped to about 70
percent. Therefore, another field experiment was used to assess the effect of increased
remuneration on survey response. The study for NHANES 1I (1976-80), looked at the
impact of increasing the $10 remuneration used in NHANES I to $20. Three survey
locations were selected for the study. Each segment was paired with another segment
similar 1o it with regard to poverty/non-poverty status and distance from the
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examination center. Sample persons in one of each pair of segments were "told" that
they would receive $20 for participating in the examination, while the sample persons
in the other paired segment were told they would receive $10. However, all persons

who were examined were given $20 no matter which monetary amount they were

originally told..

There was a significant positive effect on response rates with the $20 incentive'.
Out of 720 persons offered $20-for participation, 79 percent were examined (see Table
2), while among the 716 persons offered $10, only 74 percent were examined. An
important finding from NHANES II which did not show up for NHANES I was the
increase in the response rate by number of persons in a household for the $20 group
versus the $10 group. There was no effect in households with only one sample
person. However, in households with two and three or more sample persons, payment
of $20 rather than $10 increased response rates by 8 and 16 percentage points,
respectively''

Tahle 2 Examination Response Rates from NHANES II Remuneration
Experiment (sample sizes shown in parentheses)

I Told of $10 Payment Told of $20 Payment
Experiment T4% 79%
(716) (720)
Actual 72%* 76% %+
(NA) hiegs o (NA) |

*Represents the final 44 stands of NHANES IL
**Represents the first 16 stands of NHANES IL

'“ Findlay, J. and Schaible, W.L. (1980) A Study of the Effect of Increased
Remuneration on Response in a Health and Nutrition Examination Survey.
Proceedings of the Section on Survev Research Metheds of the American Statistical
Acgzociation, pp. 590-504,

o 1T
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The results indicated that there was a potential cost saving associated with the fact
that the higher paid group was generally more cooperative. For example, it was found
that a larger proportion of the examined respondents in the higher paid groups went to
the examination center as a result of the first contact (68 percent versus 61 percent).
Also, the higher paid group required, on average, fewer contacts overall (1.77 vs.
2.09)%. :

Overall, for NHANES 11, for the 44 survey locations at which $10 was offered to
sample persons, the response rate was 72 percent. But for the 16 stands at which $20

was given, the response rate was 76 percent

In the Puerto Rican phase of Hispanic HANES (1984), the response rates were
unsatisfactory, so an increase in remuneration from $20 to $50 was made. A
cross-tabulation of response rates (see Table 3) by method of payment before and after
the increased remuneration was instituted indicated a higher response rate in the $50
group (83 percent) than for the $20 group (76 percent)'”. The results, however, should
be viewed with caution since the increased payment was not randomized within the
various survey locations. i

Table 3. Hispanic HANES Examination Response Rates for New York City Metro
Area (Puerto Rican Phase) Stands by Payment Amount*, 1984

Payment Amount Examination Rate
$20 76% (3101)

$50 83% (576)

DK** 0% (116)

*Unpublished data from J. Findlay, NCHS.
**Cases could not be classified into either payment category due to lack of
information

' Ibid

' Unpublished data from Jean Findlay, National Center for Health Statistics,
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In the on-going NHANES 111, the basic remuneration payment is $30 for all
persons who come to the examination. However, for adults 20 years and older there is
an additional incentive of $20 if they come for their examination at the "right time".
Time of day of the examination and fasting status need to be controlled for the
analyses of many of the biochemical tests including the Oral Glucose Tolerance Test
(OGTT - a test for diabetes). Thus a random half-sample of adults 1s designated to
have blood drawn in the morning, while the remaining 50-percent is selected for
afternoon or evening appointments.

The NHANES 1II which includes an oversample of both Mexican-Americans and
Blacks and includes no upper age limit (in contrast to previous NHANES) is
experiencing higher examination response rates than any other previous NHANES
survey, There is a six percentage difference in the overall examination response rate
between NHANES II and NHANES I11-Phase 2 (79% in the on-going NHANES III-
Phase II versus 73% in NHANES II - see Table 4). This increase is due not only to
the increased remuneration amount but also to the fact that NHANES III samples
multiple persons per household and includes on average two persons per household.
Clearly, there is a strong monetary incentive for a household as a whole if several
members are selected into the sample.

Table 4. Examination response Rates for NHANES II, Hispanic HANES, and

NHANES III
— - — ————
MEC Examined MEC + Home Examined
NHANES 1 . e NA
NHANES 11 73 NA
HHANES 73 NA
NHANES III - PHASE 1 77 78
| NHANES Il - PHASE 2* 79 i 80

*On-going.

NHANES III examination of nonresponse rates by household size show that the
nonresponse rates decrease significantly with increasing household size. Another
important finding related to participation in NHANES 111 is the increase in the
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response rate for the OGTT. This test requires the sample person to fast 10-16 hours
and requires two blood draws. The OGTT response rate in NHANES II among
examined persons was only 66 percent thus requiring the results to be interpreted with
extreme caution. However, for NHANES III, the OGTT response rate, again among
examined persons, has increased by 11 percentage points (77 percent response rate for
phase 1) and by 23 percentage points so far for phase 2 (89 percent response rate)',
The increased remuneration in NHANES III is felt to be responsible in large part for
this important increase in the OGTT response rate for NHANES III.

NHANES Summary

Previous research associated with NHANES I and NHANES II has involved several
field experiments to assess the impact of monetary incentives on achieving an adequate
response rate so reliable estimates can be produced and generalized to the total
population. The NHANES 1 remuneration experiment generally showed that paying
sample persons $10 rather than nothing at all increased response rates about 12
percent.

The NHANES 11 study looked at the effect on the response rate of increasing the
remuneration from the $10 used in NHANES I to $20. The average increase in the

response rate was about 5 percent.

The results from both the NHANES I and NHANES II had two other findings
pertinent to remuneration. First, the results indicated that there were potential cost
savings associated with the fact that the higher paid groups were generally mare
cooperative. For example, it was found that a larger proportion of the examined
respondents in the higher paid groups went to the MEC as a result of the first contact.
They also required, on the average, fewer contacts overall, They also had fewer
broken appointments. :

Further, both of these experimental studies showed a marked increase in
cooperation in households with more than one sample person, and the differences
between the remuneration groups went up with household size. A positive relationship
between household size and response rate was also observed in the Hispanic HANES.
This trend 15 continuing in NHANES III as well. These results, presumably, are due
to the fact that the monetary award increases substantially for the household as a
whole when multiple persons are selected per household. Finally, the response rates in

" Unpublished data from Meena Khare, National Center for Health Statistics.
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NHANES IIT are higher than those for previous NHANES surveys and the response
rates for the two minority subgroups are higher than for whites and all others. In
addition, the response rate for the OGTT in NHANES III is higher than for NHANES

IL

The NHANES experiences demonstrate the power of remuneration to stimulate
respondent participation in the face of inconvenience and financial disincentives; and
in addition to motivate respondents to provide highly personal and sensitive
information including physical and biological characteristics. The use of remuneration
in NHANES I1I shows how phased payments can improve scheduling logistics as well.
The remuneration serves as a motivator, and also to offset financial disincentives, and
gives evidence of the importance of participation and survey goals. NHANES data
have been significantly improved through incentive use.

NHANES I EPIDEMIOLOGIC FOLLOWUP STUDY

As mentioned in the previous section, examinees were paid $10 to participate in the
baseline NHANES I study. They were again paid $10 to participate in the first
NHANES Epidemiologic Followup Study (1982-84 NHEFS interview). Although no
remuneration was paid in the 1986 followup of the elderly (conducted using computer
assisted telephone interviews: CATI), subjects with reported hospital or nursing home
admissions in the 1987 Followup were paid $5 as an incentive to sign and return the
Medical Autherization Form (MAF). Payment was needed in the 1987 Followup
because of the sharp decrease in the rates at which MAF's were returned in the 1986
Followup. Remuneration of the 1987 respondents increased the MAF return rate in the
elderly group by 11 percentage points from 75.0% in the 1986 Followup to 85.7% in
the 1987 Fellowup.

For the 1992 wave, a $5 remuneration was made subject to reported hospital or
nursing home admissions since the last contact Respondents are interviewed by
telephone. However, the form which authorizes the hospital or nursing home to
release patient information is mailed to the respondent and must be signed and
returned. The remuneration is paid to the respondent or to the individual who signs
the MAF, if this person 1s different from the respondent, as an incentive to return the
signed authorization,

In addition, due to the difficulty of gaining the cooperation of some hospitals and
nursing homes, if a nursing home or hospital requests resmbursement for work
performed in abstracting or photocopying selected information from the admission and
discharge records or abstracts, a small amount of money 15 provided to defray their
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expenses. During 1987, a total cost of $2,170 or .0012 percent of the total contract
cost was paid. This remuneration mostly involved nursing homes.

The NHEFS uses remuneration to gain commitment to continuing participation in &
longitudinal study.

NATIONAL HEALTH INTERVIEW SURVEY YOUTH RISK BEHAVIOR
SUPPLEMENT

In 1991 the Survey Research Center of the University of Michigan and the Bureau
of the Census helped the National Center for Health Statistics assess the impact of
financial rewards on respondent participation and motivation in a Youth Risk Behavior
Supplement (YRBS) to the 1992 National Health Interview Survey (NHIS). This
study!® employed cognitive interview techniques and a traditional split sample field

experiment.

The YRBS contained a number of sensitive questions requiring answers that could
be perceived as being socially undesirable or threatening to self-image. Such topics
included questions on the use of alcohol, drugs, sexual activity, over- or underweight
status, and exercise program involvement.

Interviews were conducted both with groups of parents and youth before field trials
and a pretest were conducted. The field trials were then held where youth were
interviewed in their homes, paid $20, and debriefed after the interview about their
views on paying respondents for participating in surveys. The pretest of the full
survey procedures included a split sample in which the interviewers mentioned the $20
payment half of the respondents and did not mention the payment to the other half.

In the split sample experiment, complete interviews were obtained in 90% of the
households where the $20 was mentioned, but in only 79% of the remaining
households. The cognitive interviews conducted with the groups and during the field
trial debriefings helped the researchers develop insight concerning reasons for this
difference in response and for a potential increase in data quality when payment 1s

'* Kalton, G., Cannell, C., Camburn, D., Oksenburg, L. and Holland, L. (1991).
The Effect of Financial Incentives on Respondent Participation. Final report of the

Association of Schools of Public Health Cooperative Agreement: "Applied Research
on the Conduct of Adolescent Health Behaviors and Characteristics”, University of
Michigan, pp. 47-36
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mentioned in advance.

The cognitive interviews indicated that unwillingness to report events or behaviors
is only partially caused by concerns over privacy or confidentiality. In fact, youth
respondents could see no reason to be diligent in answering survey questions. They
voiced skepticism about any benefits that may accrue from survey participation.
Therefore techniques tvpically used with adult respondents, such as appealing to their
obligations as citizens or emphasizing the societal benefits may be unproductive. The
researchers concluded that a $20 remuneration offer, linked with a signed commitment
to participate and give accurate answers, would be an effective way to motivate
respondents to participate and report accurately. The debriefing interviews confirmed

this conclusion.

A further interesting note from this study is that the success of respondent
payments in obtaining YRBS interviews may be partly due to the reaction of
interviewers to the payments. During interviewer debriefings, their comments
suggested that respondent payments also have a forceful, positive influence on the
attitudes and expectations of interviewers Interviewers with such a positive outlook
may feel they are likely to obtain an interview, rather than expecting a refusal, prior to
contacting a potential respondent and subconsciously may convey to potential
respondents a more positive view of the YRBS study. The researchers postulate that
the total impact of respondent payments on participation rates is the sum of the
positive direct effect on respondents and the indirect effect that payments have on the
attitudes of interviewers.

‘_1."_RBS incentive use focused on the motivational aspects of incentives for a non-
traditional target population in a study that collected sensitive data.

NATIONAL HOUSEHOLD HIV SEROPREVALENCE SURVEY FEASIBILITY
STUDY

A feasibility study for a National Household HIV Seroprevalence Survey (NHSS),
based on a probability sample of households was conducted in Dallas County, Texas,
in the fall of 1989. One of the major concerns of a household survey attempting to
estimate the prevalence of HIV infection 1s that a hich proportion of persons who are
at the greatest risk of HIV infection may refuse to participate. This possibility of
differential rates of response between those at higher risk and lower risk of HIV
infection means that estimates derived from the survey have the potential to be biased.
Among procedures 10 maximize the response rate in the NHSS, a $50 incentive
pavment was provided to all sample ‘persons wha provided a blood sample to be tested
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for HIV antibodies and completed a self-administered risk behavior questionnaire. The
$50 incentive seemed to have a positive impact on survey participation with a higher
than expected response rate for a highly sensitive survey involving the collection of
HIV risk behavior data and the collection of a blood specimen in the home. The
response rate for the combined questionnaire and blood sample was 84 percent, and 90
percent for the questionnaire only 16 Respondents in the NHSS were asked to check
all reasons for their participation in the survey. Among all respondents, 47 percent
stated "helping with AIDS research”, while another 39 percent stated the "$50

payment” (see Table 5).

Table 5. Reasons for participation in the Dallas County Household HIV Survey

Reasons 3 i Percent I
Helping with AIDS research 46.8 |
U.S. Public Health Service Sponsorship 29 :
$50 payment 385

Videotape presentation 1.2

Assurance of privacy a3

Other factors, unspecified SR 7.2 =

In addition to estimating the prevalence of HIV infection in Dallas County, another
major objective of the survey was to evaluate various methods for assessing and
reducing nonresponse bias. A standard survey method for assessing bias due to
nonresponse is to conduct a followup survey with a sample of initial survey
nonrespondents with different incentives for participation. In the NHSS, a special
followup study of a sample of nonrespondents was conducted in which half of the
sample persons were offered an incentive of $100 to complete the self-administered
risk behavior questionnaire only, and the other half was offered $175 to complete both
the questionnaire and provide a blood sample. The followup survey of nonrespondents
increased the questionnaire only response rate by 10 percentage points (80% vs. 90%)

16 National Household Seroprevalence Survey Feasibility Study Final Report.
Research Triangle Park, NC: Research Triangle Institute, April 30, 1990. Research
Triangle Report RT1/4190-01F
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and the blood and questionnaire by four percentage points (80% vs. 84% - see Table
6). Of particular importance was the increased reporting of risk behavior in the
folle vup study. The prevalence rates among male respondents for three major HIV
risk oehaviors (intravenous drug use, receptive anal intercourse, and multiple sex
partners) were 3 to 5 times higher in the followup survey than in the regular survey

(see Table 7).

In summary, results from the NHSS feasibility study followup survey indicated that
a high proportion of persons who initially refused to participate, when recontacted and
offered an increased incentive, completed the risk behavior questionnaire. A lower
proportion of persons who initially refused to participate provided both a blood sample
_ and completed the risk questionnaire, when recontacted and offered an increased
incentive. Persons at higher risk for HIV infection participated at higher levels in the
followup survey than in the regular survey. The followup survey effectively increased
the total number of persons who participated in the Dallas HIV survey. The increase
in risk reporting among the sample of regular survey nonrespondents that were
followed-up allowed for a significant reduction in nonresponse bias in the HIV
estimate produced for Dallas County.

Table 6. Sample persons response rates in the Dallas County Household HIV
Survey, 1989
— —_—
Survey component Regular survey Regular + followup Overall*
survey
Screening 97 o8 o8
Blood & g0 84 B2
Questionnaire
Questionnaire only 20 90 88
=5 —_—— =

*Product of screening and sample person rate.

Remuneration in the NHSS feasibility study demonstrated the power of incentives
even in the most sensitive topic and invasive data collection situations, however
establishing the exact mechanics of the reasons for success would require further

study.
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Table 7. Prevalence of selected HIV risk behaviors in the regular and followup
survey, Dallas County male population, 18-54 years, 1989

Risk Behavior Since 1978 Regular . Followup Total
Survey Survey Estimate

Intravenous drug use 3 12 4

Receptive anal intercourse 3 11 &5

5+ male partners 2 10 3

1+ male_;lmrtner 5 13 ¢ -1

THE NATIONAL SURVEY OF FAMILY GROWTH PRETEST

The National Survey of Family Growth (NSFG) is done periodically by NCHS to
collect national data on the factors that affect the U.S. birth rate and women's
reproductive health--factors that include sexual activity, marriage and divorce,
contraception, sterilization, infertility, miscarriage, and abortion. Previous cycles of
the NSFG have interviewed about 8,000 women 15-44 years of age in the
noninstitutional population of the United States with response rates ranging from 75
percent to 80 percent. 3

Interviewing for the next NSFG, called Cycle 5, will be conducted in January-July
of 1995. Three of the principal challenges for Cycle 5 of the NSFG will be (1)
increasing response rates to make it possible to conduct a telephone reinterview In
1997 with as many of the original respondents as possible, (2) improving reporting of
HIV-related sexual behavior, and (3) improving the reporting of abortion.

Response rates.--Most recently, in 1988, the NSFG used a list sample of
households interviewed in the NHIS. Using a list sample saves nearly a million
dollars on sample design and selection costs, but it makes it necessary to find women
who move between the NHIS interview and the NSFG interview. Some are never
found, so response rates are reduced somewhat. Response rates have been between 75
and B0 percent in recent cycles, despite the intrinsic appeal of the subject mauer, the
use of only female interviewers, thorough interviewer training, advance letters
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introducing the survey, and expensive, intensive nonresponse follow-ups'’.

Although the NCHS obtains data from the National Health Interview Survey
" (NHIS) on HIV-related knowledge and attitudes, the NSFG remains the NCHS's
principal vehicle for collecting data on HIV-related behavior, including such sensitive
topics as age at first intercourse, numbers and characteristics of sexual partners, and
condom use.

Abortion reporting is critical in the NSFG Cycle 5 because 25% of all pregnancies,
and half of all unintended pregnancies, end in abortion. Fertility surveys in the U.S.
and other nations have obtained incomplete reporting of abortion. In the last 3 cycles
of the NSFG, in 1976, 1982 and 1988, and in most other U.S. surveys, women
reported less than half of the abortions they have actually had'. This incomplete
reporting of abortion has several potential adverse effects: it makes impossible
analyses of the determinants and consequences of abortion itself, it forces us to use ad
hoc methods to produce estimates of pregnancy rates for the U.S.; it produces biased
estimates of the failure rates of contraceptive methods'®; and it forces us to study
unintended births instead of unintended pregnancies.

The NSFG Pretest for Cycle 5, conducted in October-December 1993, was based
on about 80D eligible women, of whom 500 completed interviews. The Pretest was an
experiment, which was designed to test several alternative contexts for asking
questions. The pretest had 3 main groups:

1) the first group was a standard Computer-Assisted Personal Interview in the
respondent's home with no incentive,

2) in the second group, the interview was moved to a neutral site--a site outside the
home--where spouses, children, or parents could not hear the respondent's
answers  To reimburse women for the time and inconvenience of going to the
neutral site, respondents were paid $40 in cash at the end of the interview.

3) when we considered these first two groups, we were concerned that we might

17 Judkins, David P, W. Mosher, and S. Botman (1991). National Survey of

Family Growth: Design, Estimation, and Inference. Vital and Health Statistics, Series
2, No. 109,

" Jones, Elise and J. Forrest. (1992). Under-reporting of Abortion in Surveys of
U.S. Women: 1976-1988. Democraphy 29 (1): 113-126.

'” Jones, Elise and J. Forrest. (1992). Contraceptive Failure Rates Based on the
1988 NSFG. _Familv Plannine Perspectives 24 (1) 12-19.
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obtain higher response rates and data quality in the neutral site/$40 group than
in the in-home no-incentive group, but we would not know whether the
differences were due to the non-home site or to the $40 payment. We were
also concerned that the costs of implementing a $40 payment and setting up
non-home sites on a national scale might be prohibitive. Therefore, we added a

third group--a $20 incentive for an interview in the home.

For half the respondents in group 1 and group 3, (the in-home interviews), we also
tested a short questionnaire at the end of the interview, using Audio CASI (Computer
Assisted Self-Interviewing with headphones, and the respondent entering her answers

into the computer).

NSFG Results

Pretest response rates (as a percent of those located) were higher for incentive cases
than for non-incentive cases: 81 percent for those who received a $20 incentive vs
73% for those who received no incentive. The percent who broke an appointment
with the interviewer was one-third lower for those who received $20 than for those

who received no incentive (24 vs 37%).

The number of hours that the average interviewer worked to get a completed case
was about 2 hours less for incentive than for non-incentive cases (8.8 vs 10.9; note
also that when the inceritive increases to $40, hours per case drops more than 2 full
hours - see Table 8). Since the time of interviewers costs more than $10 an hour for
their wages plus benefits, if the interviewer can save 2 hours of effort per case by
paying a $20 incentive, then the incentive pays for itself. That is precisely what
happened in the NSFG Pretest: the incentives paid for themselves in the $20 group
because respondents broke fewer appointments for interviews and made themselves
available after fewer telephone calls and personal visits. Costs in the $40 non-home
group were higher because of high costs to set up the neutral sites--obtaining
permissions, renting office space, etc.

Reporting of the number of sexual partners was higher among respondents who
received incentives, still lower than reports of comparable studies of men™*. In

* Billy, ].O.G., Tanfer, K., Grady, WR,, and Klepinger, D. (1993). The Sexual
Behavior of Men in the United States. _Family Planning Perspectives 25 (2): p. 52-60.
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pmviéus cycles of the NSFG, less than half of abortions were reported”. Thus,
abortion reporting should be at least double what it was in the last:-Cycle. In the
pretest, a $20 incentive and the use of Audio CASI doubled abortion reporting,
compared to a no-incentive, no Audio CASI group. This more complete reporting of
abortions is probably due to two factors: (1) women using the Audio CASI
(headphone) questionnaire reported a higher percentage of their abortions, and (2)
incentives produced better coverage of groups of women who have higher abortion
rates--including black women and poor women.

Table 8. Response Rates, Broken Appointment Rates, and Interviewer Hours per
Case from the NSFG Pretest for Cycle 5

—=—r:====—
Experimental Response Rate (%) | Percent with Broken | Hours per Case
Group Appointment
In-Home, No ¥ . 37 109
Incentive :
In Home, 320 Bl 24 BB
Non-Home, $40 g0 31 6.4 I

Recommendations from the Pretest

The results from the NSFG pretest suggest that a $20 incentive plus Audio CASI
(self-administered questionnaires over headphones) should be used in the NSFG main
study. The incentive will increase response rates, particularly among minorities and
low-income women, and reduce the cost of interviewer labor because respondents will
cooperate more readily

Can these results be generalized? The results on response rates, interviewer hours
and costs, in the NSFG Pretest are quite similar to those in the National Adult Literacy

2 Smith, TW. (1991). Adult Sexual Behavior in 1989: Number of partners,
frequency of intercourse and Risk of AIDS. Familv Planning Perspectives 23 (3):
p. 102-107.

= Op cit. Jones and Forrest, Demoaraphy, Feb. 1992.
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Survey (NALS) Field Test, a survey with a much larger sample (n=2,000) than the
NSEG Pretest. Like the NSFG, the NALS required considerable effort from

respondents™.

The NALS and NSFG Pretest results provide evidence that incentives may be most
cost-effective when the interview 1s: ;

(1) either long or a great deal of effort, or both; (2) sensitive either because it deals
with private behaviors or may otherwise cause embarrassment (the NALS might
cause such embarrassment among the adult illiterate, the NSFG because it includes
questions on abortion and sexual behavior); and (3) part of a panel survey in which
the response rate is critical to maintain the size of the panel over time.

All three of those conditions were common to both the NALS and the NSFG.
The NSFG exnerience clearly demonstrates the success of incentives with hard-to-
interview populations and sensitive topics. In addition, it clearly demonstrates the
cost-effectiveness of the methodology in improving survey quality.

NATIONAL MEDICAL EXPENDITURE SURVEYS

The National Medical Expenditure Surveys (NMES) are designed to produce
estimates of medical use, medical expenditures, sources of payment for medical care,
and health insurance coverage. The surveys are sponsored by the Agency for Health
Care Policy and Research (AHCPR). The household survey (HS) component of the
NMES series yields estimates for persans in the civilian non-institutionalized
population, while the survey of the institutionalized. population (IPC) yields estimates
for persons in nursing homes. Incentives have not been a design feature of the IPC
surveys, therefore, the remarks that follow will focus on the use of incentives in the
NMES HS surveys.

Respondent Incentives

The NMES series of household surveys includes the 1977 National Medical Care
Expenditure Survey (NMCES), the 1987 National Medical Expenditure Survey
(NMES2), and the 1996 National Medical Expenditure Survey (NMES3) presently in

a Berlin, M, L. Mohadjer, ] Waksherg, et al. (1993). An Experiment in
Monetary Incentives, in American Statistical Association (editor), 1992 Proceedings of
the Section on Survev Research Methods, pages 393-398
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the planning phase. These NMES studies share the following design features:

the use of an initial screening interview to identify the households to be
sampled for the study;

the oversampling of poor people, blacks, Hispanics, and the elderly,

a longitudinal or panel design in which sampled families are interviewed several
times over a period of 14-16 months, in rounds of data collection that cover a
year-long observation period,

face-to-face interviews lasting on average between 2 and 2.5 hours in each
round to be completed with a family respondent that provides information about
him/herself and all other family members;

the request that respondents prepare for the interviews by keeping a study
calendar and saving records such as bills and insurance statements in order to
improve the accuracy of their reporting of medical use and expenditures;

special requests for information in addition to the interview itself, such as
completion of self-administered forms;

requests for signed permission forms from specific sample persons authorizing
the collection of data from medical providers, employers and other health

insurance providers to supplement and validate the data obtained from
households.

In the context of the core NMES design summarized above, respondent incentives

have been used primarily for the following reasons:

1) to motivate respondents to participate initially and in future interviews in order
to minimize initial nonresponse and panel attrition.

2) to compensate respondents fairly for the burden associated with long interviews
and the completion of additional survey tasks, and

3) to motivate respondents to keep records and provide fair compensation for the
effort required to maintain the study calendar and save financial records over a

long period of time.

The respondent incenuives most frequently used in NMES surveys consist of cash
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ﬁayments made by the interviewer at the end of each interview, typically in the form
of a check. Checks provide a safe and convenient mode for interviewers to handle

cash payments. In NMCES respondents were paid $5 at the end of each interview,

beginning with Round 1. The amount was increased to $10 per interview in NMES2,
and to a proposed $15 per completed interview in NMES3.

NMES respondents are required to sign a receipt acknowledging that money was
received. In NMES2. the receipt was used as a vehicle to consolidate commitment 10
the role of respondent in the survey. The receipt the respondent was asked to sign
included a statement indicating the willingness to accept responsibility for record-

keeping in preparation for the next interview.

The use of incentives has no doubt contributed to the high response rates achieved
in NMES studies, in spite of the burden that long interviews represent, and
notwithstanding the oversampling of groups that in many surveys yield lower than
average response rates, such as poor people and minorities. The overall response rate
for the NMES?2 household sample was 80.1 percent after four rounds of data
eollection. '

Incentives are an important tocl used by interviewers to convince reluctant
respondents to participate in NMES surveys. Recent methodological research
examined the characteristics of persons who had initially refused to be interviewed in
any one of the NMES2 rounds of data collection®. The analysis revealed that
reluctant respondents differed significantly from their cooperative counterparts with
regard to the proportion of overall medical expenditures that different sources of
payment covered for each group. The reduction of significant differentials with
respect to health expenditures and insurance coverage, two core analytic concerns of
NMES surveys, provide evidence of the beneficial use of incentives to guard off
against potential nonresponse bias in national estmates.

In 1985, to aid in planning for NMES2, a feasibility study™ was conducted to
investigate a broad range of methodological 1ssues. Among the 1ssues examined was

* Cohen, SB and B.L. Carlson (1952). "An Analysis of the Characteristics of
Reluctant Respondents in the National Medical Expenditure Survey". Proceedings of

the Section on Social Statistics, American Statistical Association, in press.

* Mathiowetz, N.A. and Ward, EP. (1987). Linking the National Medical
Expenditure Survey with the national Health Interview Survey: An Analysis of Field
Trials, Vital and Health Statistics, Series 2, No. 102, U.S. Government Printing Office.
Washington, D.C.
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the effect of several incentive protocols®. The feasibility study consisted of two
rounds of data collection: 1) a personal interview 45-60 minutes long where the
respondent was paid five dollars at the end of the interview, and 2) a second interview
in person or by telephone where again the respondent was paid five dollars at the
completion of the interview. Approximately two weeks prior to the second interview,
self-administered questionnaires were mailed to all respondents. These questionnaires
were designed to take approximately 30 minutes to complete and included some
moderately threatening questions on health behavior and mental health status.

Reporting groups were divided into three treatment groups: 1) "Prepayment” -
persons were sent a five dollar check with the questionnaire; 2) "Promised” - persons
were told that they would be paid five dollars when the completed forms were
returned: and 3) "No mention" - persons were not given any information on payment,
but were paid five dollars upon questionnaire completion.

The results indicated that the prepaid incentive leads to a significant improvement
in response rates. Seventy-three percent of those in the prepaid group completed the
survey compared to 66% among those who were not told of the incentive. The
prepaid incentive also worked better than the promised incentive, which resulted in a
response rate of 60%. Item nonresponse rates were calculated for each completed self-
administered questionnaire and were used as a general measure of data quality. The
finding was that prepayment leads to lower item nonresponse. Ninety percent of those
who were prepaid answered all of the questions in the 18 page questionnaire,
compared to only 74% in the promised group and 87% in the no mention group.

The study concluded that prepaid incentives can result in higher response rates and
more complete data with less need for follow-ups. These were achieved in this study
at a very moderate increase in cost. However, the net added costs may be far less than
the value of the incentive payments, since a substantial part of the incentive ecosts 18
offset by savings in the follow-up activities. This finding was in line with results from
other mail surveys, and that mode of payment was adopted in NMES2 when self-
administered forms were mailed to sample households.

Based on resulis from the most recent NMES feasibility study carried out in 1992,
the schedule of cash incentives in NMES3 will be modified relative to earlier surveys.
Instead of introducing record-keeping tasks and paying respondents for the first time at

* Berk, M.L.. Mathiu“:etz. MN.A.. Ward, E.P. and White, A A. (1987). The Effect
of Prepaid and Promised Incentives: Results of a Controlled Experiment. Journal of

Official Statistics, Vol. 3, No. 4, pp. 449-437.
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the end of Round 1, the 1992 Feasibility Study presented the family respondent with
the study calendar at the end of the Screener round and prepaid these respondents in
anticipation of the time and effort that would be devoted to keeping records in order to
prepare for the Round 1 interview. Payments for later rounds of the Feasibility study
were also described as compensation for future effort. In the last round a token gift (a
commemorative tile with the U.S. Public Health Service seal) was given to respondents
instead of cash payment. Under the new plan, the gift is the only net increase in
incentive costs compared to previous plans, and it appears that prepayment has
advantages. The rates of NMES calendar use in Round 1 of the Feasibility Study are
significantly higher than the rates achieved in NMES?2 in the round immediately
following the round when payment and instructions to keep records were first

delivered.

The 1992 NMES Feasibility Study also tested successfully the use of incentives to
motivate respondents to complete a complex data collection task that was time
dependent. This involved the procurement of health insurance printed materials that
included a description of the benefits associated with the health plan offered by the
employer to each policyholder in the household® In NMES2 the collection of
comparable information was attempted from employers in the course of the health
insurance provider survey, but the time lag between the end of the household survey
and the start of that provider survey frequently made it impossible to locate the
necessary information about the health plan in effect at the time the household was
interviewed.

In the Feasibility Study, respondents were offered $15 per household to contact
employers, either by mail or in person, and secure the necessary information.
Interviewers gave respondents a request form that could be presented to the employer
to facilitate the task. Payment was made when the health insurance materials were
delivered in the next round, and the amount was not increased in the event that the
family had more than one eligible policyholder. Health insurance booklet requests in
the Feasibility Study were followed up in later rounds and, by the end of the study, a
policy booklet had been retrieved for 75 percent of eligible plans, at a lower cost and

¥ Sanchez, M. E (1993). "Enhancing Compliance with Record-keeping in a
Household Survey" 1993 Proceedings of the Section on Survey Research Methods of

the American Statistical Association . Vel. 2, p 1015-1020.

® Emmons, C.A., Curno, M., and Smith, K. (1993). Final Report on the
Outcomes of the Procedure for Obtaining Health Insurance Policy Documents from
Respondents in the NMES3 Household Survey Feasibility Study. Submitted by NORC
and Westat, Inc. under contract requirements
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on a more timely basis than in NMES2.

The use of remuneration to improve survey scheduling, achieve self-response and
record keeping, and establish a commitment for a longitudinal data collection process
are shown in the NMES experience. The NMES experience also demonstrates the

potential for improved data quality with remuneration.

Interviewer Incentives

The morale and motivation of interviewers and supervisors are important factors in
response rate outcomes for sample surveys. While the impact of respondent incentives
has been frequently discussed in the survey research literature, there is little evidence
of systematic inquiry into the use of incentives for interviewers as a means of
achieving high response rates.

Typically, studies resort to interviewer incentives in a8 haphazard and improvised
fashion when production levels have tumbled and the study response rate is deemed
unacceptably low. This plan of action may not be as desirable or as economical as the
notion of setting up a planned and carefully crafted incentive plan for interviewers
from the very start of the project. The experience in the 1992 NMES Feasibility Study
with such a plan suggests the desirability of exploring further the manner in which
interviewer incentives may be manipulated to achieve gains in field response rates and
efficiency within acceptable budget limits.

The Feasibility Study included a plan for interviewer incentives in order to achieve
high response rates within the schedule for data collection. The project staff and the
contractor collaborated to come up with a plan that was acceptable to all. The field
staff wanted a plan that would promate and reward team work as opposed to
individual performance; thus, the team was defined as the cluster of interviewers
working in each PSU

Realistic response rate levels for two points in time during the round (& specified
midpoint in the field period, and the end of the round) were defined for each PSU and
communicated to interviewers at the beginning of each round - The incentives were
cash payments (about $25 for each of the time points in a round) paid equally to all
PSU interviewers provided the PSU had achieved the targeted response rate by the
specified date. A very modest additional amount of money was paid for increases in
the response rate bevond the specified minimal rate.

The bonus plan encouraged interviewers to talk to their fellow PSU interviewers to
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coordinate the steady flow of work. A weekly memo informed interviewers of the
progress in other areas and the ranking of their own PSU. With very few exceptions,
the staff in each of the PSUs achieved the response rate goals consistently for a very
modest investment.

The benefits of the incentives included: teamwork among the staff at the local
PSU level; steady production which avoided the last minute dislocations and expenses
typically associated with a late push to increase response rates; and availability of
qualified staff towards the end of the study to handle difficult assignments in a
planned fashion.

More systematic research on the use of interviewer bonuses and the performance of
different bonus plans is desirable, as the strategy appears a cost-effective way of
obtaining high response rates.

Remuneration can be a valuable tool for direct interviewer management as well as
helping interviewers motivate respondents to participate. '

Physicians are often surveyed to obiain a wide variety of medical information. The
high frequency at which physicians are surveyed coupled with the problem of "gate
keepers” probably contribute 1o the low response rates typically achieved in physician
surveys. However. prepaid incentives seem especially effective for this population

L RE [ I i '
group’ . The following three experiences serve as examples.

® Berry, S. H. and Kanouse, D.E. (1987). Physicians response 1o a mailed survey:
An experiment in timing of payment. _Public Opinion Quarterly, 51, p. 102-114,

* | ockhart, D.C. (1991). Mailed surveys to physicians: The effect of incentives
and length on the return rate. Journal of Pharmaceutical Marketing & Management,
6(1), p. 107-121

3 Mizes, 1.S., Fleece, EL., and Roos, C. (1984) Incentives for increasing return
rates: Magnitude levels, response hias, and format. Public Opinion Quarterly, 48, p.
794-800,

32 Berk, M.L., Edwards, S.E. and Gay, N (1993). The use of a prepaid
incentive to convert nonresponders on a survey of physicians _Evaluation & The
Health Professions, Vol. 16, No. 2, pp.239-245.
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. NATIONAL SURVEY OF DIAGNOSTIC ALLERGY TESTING

In 1988 a remuneration experiment was conducted™ on a subset of physicians
selected to participate in the National Survey of Diagnostic Allergy Testing (sponsored
by the Health Industry Manufacturers Association).

A sample of physicians was randomly divided into three experimental groups. The
first group received a $10 incentive with the first mailing. Nonresponders to the initial
mailing were sent a new questionnaire as well as a letter urging them to respond and
mentioning the $10 incentive they had received earlier. The second group of
physicians did not receive a monetary incentive with the initial mailing. On the

_second mailing of the questionnaire, however, they received another letter explaining
the importance of the study as well as a $10 prepaid monetary incentive. No mention
of payment was made to the third group on either the first or second mailing.

The results indicate the use of a prepaid incentive has a dramatic impact on the
response to the initial mailing. Fifty-five percent of those physicians receiving a
prepaid incentive responded to the initial mailing, compared to less than 20% who
were not told about payment on the initial mailing. Overall, a 63% response rate was
obtained for Group 1 physicians (prepaid incentive with the initial mailing), compared
with only a 50% response rate for Group 2 (prepaid incentive on the first prompt), and
" a 40% rate for Group 3 (no incentive).

This study concluded that incentives should be used in cases in which its use is
considered necessary to obtain adequate response rates. Also, while delaying the
decision to use an incentive until the second wave of mailing enables the researcher to
decide whether an adequate response rate is likely to be obtained without payment, the
incentive 1s not nearly as effective when used in a follow-up mailing. Because
obtaining high response rates on physician surveys is difficult, few researchers will be
able to conclude at study onset that a high response rate can be obtained. The use of a
prepaid monetary incentive enclosed with the imitial questionnaire mailing, therefore,
appears to be a cost-effective method for improving response rates on physician
surveys.

NATIONAL HOSPITAL DISCHARGE SURVEY

Most of this paper has dealt with remuneration for individual respondents, but

* QOp cit. Berk et al., Evaluation & the Health Professions, 1993
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institutions and organizations are sometimes respondents for surveys, and the National
Hospital Discharge Survey (NHDS) experience suggests that remuneration is essential
in some institutional surveys.

The National Hospital Discharge Survey (NHDS), conducted by NCHS, was first
fielded in 1964 following the completion of a feasibility study®. The NHDS is a
continuing study designed to provide comprehensive general-purpose statistics on
morbidity in patients discharged from the Nation's general and short-stay hospitals.
The principal source of information for the survey is the medical record in the
hospital. The data are obtained from probability samples of medical records abstracted
in a sample of general hospitals. Hospitals are compensated for participation in the

survey.

Some hospitals in the sample have automated records, and contract with an abstract
service. Other hospitals abstract records manually as needed. There are two manual
data collection procedures: a primary manual procedure in which hospital staff
complete the abstracts, and an alternate procedure in which a Census Bureau
representative completes the abstracts. Hospitals using the primary manual procedure
receive an average of $2.40 per abstract submitted, those using the alternate manual
procedure receive about $1.00 per abstract submitted. Data tapes of uniform abstracts
covering all discharges for automated hospitals are purchased directly from abstract
service organizations. The cost of these data ranges from $.003 to $.055 per
discharged patient. These discharges are sampled for the survey. All hospitals
participating in the NHDS are reimbursed $1.00 per record biannually for
approximately 40 records that are reabstracted for quality control procedures.

A large part of the success of the NHDS depends on the willingness of the
hospitals to perform substantial continuing activities. Once inducted into the survey,
hospitals participate for an extended period of years A substantial amount of work is
involved, including sampling the discharge lists, pulling and refiling medical records,
and abstracting approximately 20 records monthly. A feasibility study conducted in
1963-1964 found that most hospitals expected compensation for their effort.

Cost analysis supports the practice of remuneration, particularly for pnimary manual
procedure hospitals. For example in Fiscal Year 1992, it cost the NHDS an additional
average of $12.15 per record to have the Census Bureau sample and abstract the data

3 Brown, A.M., Altman, I. and Thompson, D.J. (1966), Participation of Hospitals
in the Pilot Study of the Hospital Discharge Survey, Vital and Health Statistics, Series
2. No. 19, U.S. Government Printing Office. Washington, D.C.
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in the alternate procedure hospitals. If the Bureau of the Census performed this work
in all the sample hospitals, the cost of the NHDS would be substantially increased.

The feasibility study found that "While some hospitals indicated they might be
willing to collaborate in the survey without reimbursement, it was clear that most
would expect some compensation for their contributions, especially where it was felt
that overtime work or the employment of additional personnel might be required. The
... form shown to the [hospital] administrator ... was quite detailed and implied a fairly
exhaustive review of the medical record. It contained questions on the characteristics
of the patient and his {sic} hospitalization, including final diagnoses, operations,
complications, laboratory tests, therapies, and the like. There were some differences
about whether payment should be made to the hospital or to the personnel doing the
work, but most administrators favored payment to the hospital."

The feasibility study recommended that "... a uniform policy be adopted for the
compensation of hospitals and that fair payment, based on further examination of the
true cost to the hospitals be made" A subsequent pilot study was used to confirm
the acceptability of the survey procedures , including remuneration, and helped to
calibrate the payment amounts.

The NHDS expenence illusirates the testing and use of remuneration and their use
to offset a financial disincentive, improve the acceptance of a government survey,
provide evidence of the value of participation, and keep expenses down in a survey
requiring the continuing participation of institutions,

Summary and Conclusions

The evidence summarized in this paper shows that remuneration for respondents
can be an effective technique for raising response rates and data quality when
otherwise good survey practices are not sufficient

More and more in the last decade, policy makers and program administrators are
demanding data that cannot be supplied with a standard survey -- the one-hour cross-
sectional interview containing nonsensitive questions 15 no longer the norm. The
health surveys reviewed here each have one or more features that do not fit the
public's perception of what a standard survey 1g: some require long interviews (NSFG
Pretest and NMES), others require the maintenance of records such as diaries (NMES)
or event histories (NSFG); some are panel surveys with repeated interviews (NSFG,
NHANES Follow-up, NMES), some have sensitive questions (MSFG Pretest, NHSS,
and YRBS); others use non-home sites (NHANES and the NSFG Pretest); or ask for
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medical tests (NHANES); or require information or testing that could be embarrassing
(NALS, NHANES, and NHSS).

As interviews get longer and questionnaire content gets more difficult or intrusive,
and hard to interview sub-populations are surveyed, the need to motivate respondent
participation grows. We need to provide respondents with concrete evidence of our
appreciation and the importance of their participation and willingness to provide
accurate and complete information. The careful use of remuneration allows us to offer
people more than the promise that policy makers including Congress will use the data
to improve their lives. If an advance letter or first personal contact explains that they
will be compensated, all of the practical evidence reviewed here suggests that
completing a quality interview at a reasonable cost is more likely.

Although most of this paper has dealt with remuneration for. individual respondents
in households, it is important to note that institutions, medical professionals. and other
organizations are frequently respondents for health surveys. The NHDS experience
suggests that remuneration is important in some institutional surveys also.

The history of remuneration in health surveys as evidenced by the experience
reviewed here is a successful one. Remuneration has stood the test of time, proving
successful in controlled experiments, field trials, and long-term implementation. For
relatively little cost, important improvements in response and data quality have been
gained using remuneration methods.
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TEE USE OF INCENTIVES TO SURVEY "HARD-TO-REACH" RESPONDENTS: A
BRIEF REVIEW OF EMPIRICAL RESEARCH AND CURRENT RESEARCH PRACTICE

Richard A. Kulka
Hational Opinion Research Center
University of Chicago

L B Introduction

Incentive payments to survey respondents have been used
extensively for many years as a means of improving survey response
rates (cf. Shuttleworth, 1931), and there 18 considerable research
evidence supporting the value of compensation for increasing
cooperation and improving the speed and quality of response in a
broad range of data collection efforts (cf. Kulka, 1992; Willimack,
Petrella, Beebe, and Welk, 1952). In particular, a large number of
empirical studies concerned with increasing response to mail
guestionnaires consistently attests to the effectiveness of
monetary incentives in increasing mail survey response rates (e.g.,
Armstrong, 1875; Church, 1993; Duncan, 1979; Fox, Crask, and Kim,
1988; Harvey, 1987; Heberlein and Baumgartner, 1978; Hopkina and
Gullicksen, 1952; Kanuck and Berenson, 1975; Linsky, 1975;
Yammarino, Skinner, and Childers, 1991; Yu and Cooper, 1983).

Nevertheless, until fairly recently monetary incentives and
other forms of respondent remuneration have not been used
extensively in general survey practice, especially in studies under
government sponsorship and large scale academic surveys--as opposed
to their widespread and common use in commercial or market
research. In recent years, however, it has become increasingly
difficult to achieve response rates high enough to provide
statistically wvalid results, and remuneration has become more
common. In the United States, Federal statistical surveys cannot
employ incentives without explicit authorization from the Office of
Management and Budget (OMB), and OMB has generally prohibited the
use of payments to respondents, except under circumstances where
"substantial need" can be demonstrated. And, interpreting this
rule on a case-by-case basis--as requests for the use of incentives
from Federal agencies have become increasingly common--has made it
more difficult for OMB to assure consistency in the application of
these guidelines.

To assist OMB in developing appropriate principles and
decision rules governing the use of respondent incentives by
Federal agencies, in October, 1992, the Council of Professional
Associations on Federal Statistics (COPAFS) convened a symposium of
representatives of government, business, academic, and research
organizations to consider the current state of experience,
research, knowledge, and opinion regarding the use of such
incentives (COPAFS, 1993). Although it was not expected that the
symposium would provide definitive answers to the multitude of
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questions surrounding the use of incentives, "OMB expected to
obtain information that would help in preparing guidelines to
foster greater consistency in reviewing future requests by Federal
agencies to use incentives when conducting surveys" p. 1).

Toward that goal, symposium participants discussed, in part,
"the kinds of survey situations in which incentives have a high
probability of being effective or necessary" (p. 8), articulating
"a get of circumstances in which they thought OMB should seriously
consider an agency's request to use incentives" (p. 9). Among
these were a number of situatiomns or circumstances that might be
broadly conceived as under the gemeral rubric of "hard-to-reach
respondents. " Specifically, the 1list dincluded the use of

incentives:

To encourage hard core refusals to respond, especially in
small subpopulations of interest where response rates are
often quite low--low enough to raise serious questions
about the <quality of survey data for these
subpopulations.

. When there i a significant 1likelihood that a
"gatekeeper® will prevent the respondent from ever
receiving the gquestionnaire or otherwise make it
difficult to make contact with certain segments of the
population to conduct an interview.

- When there is a special target population for whom our
conventional means of motivation or encouragement will
have little if any chance of working--i.e, where the
positive forcese to cooperate are guite low (e.g.,
prostitutes, the homeless, the disenfranchised).

. If the target population is a small group that is often
surveyed, such that a particular respondent is likely to
be sampled frequently for one survey or another (e.g.,
physicians, CEO's, university deans).

. If the population is a control group in a program
evaluation or experiment in which it is imperative to
achieve and maintain an adequate response rate in the
control group sample if the integrity of the study is to
be maintained.

More generally, one cof five potential OMB incentive peolicies
suggested for consideration in nonstandard survey situations was
that incentives "be considered if the respondent incurred out-of-
pocket cost; or if the survey was too intrusive; or the survey was
aimed at a hard-to-reach population [emphasis added]"™ (COPAFS,
1683, p. 12). Overall, most of those present felt that:
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- hard-to-reach really meant hard-to-interview [emphasis added].
This category could include those who are hard to encourage to
cooperate, and therefore initially refuse. In such cases,
incentives might be effective. |[However], participants felt
that incentives would not be effective for those who are hard

to find.

Participants also included in the hard-to-interview category
those who are difficult to reach by mail, those who must be
kept in a sample (such as members of a control group), and
those disenfranchised from society. (p. 12).

Based on this broad conception, the focus of this paper is
explicitly on the use of incentives to survey hard-to-reach
respondents, in contrast, for example, to the use of respondent
incentives as a reimbursement for out-of-pocket expenses, as a
payment to respondents for their time and effort in participating
in a survey, or to compensate respondents for carrying out survey
tasks that entail unusual demands, i.e., those which are especially
burdensome or intrusive or may put the respondent at risk. In
principle, to the extent that "hard-to-reach" is viewed as
synonymous with "hard-to-survey," this focus is quite broad, in
that encouraging those who might otherwise be reluctant to
cooperate with a given survey to indeed do so is, in essence, the
basic intent of the vast majority of surveys that choose to provide
remuneration to survey respondents as part of their design.

However, incentives provided to stimulate survey response are
rarely given only to initial or hard-core refusals, and several
important questions regarding the use of incentives to encourage
response may be addressed by focusing on this particular use of
remuneration (cf. COPAFS, 1993). These include:

Are there indeed specific target populations who are
routinely offered remuneration to participate in surveys
by most or all survey organizations because they are
regarded as especially difficult to survey?

While respondent incentives may increase cooperation
among initial refusals, are they really effective with
hard-core refusals and the truly difficult or impossible
to interview populations?

. Are incentives effective only for certain  target
populations or subpopulations or more effective for
certain population subgroups than for others (i.e., are
the effects of incentives different for different
population subgroups)?

Are incentives really effective in getting past
"gatekeepers," either for certain professionals (e.g.,

258




physicians) or other difficult-to-survey subgroups of the
general population?

Are incentives indeed of little use in locating and
.interviewing hard-to-find cases?

- Should consideration be given to paying some, but not all
respondents to a given survey?

Should all respondents be paid the pame incentive, or
gshould consideration be given to different levels or
types of remuneration for different respondents?

To seek possible answers to these and some other related questions,
we conducted a focused review of the current research literature on
the use of incentives, with particular attention to their use with
hard-to-reach populations, broadly defined.

F Current Research Practice

However, because we anticipated that empirical evidence
bearing on many of these questions would likely be gquite sparse, we
also sought input from individuals at most of the government,
business, academic, and research organizations represented at the
COPAFS symposium in October 1992, along with a few others, to
ascertain the current state of survey research practice with regard
to the use of incentives to survey hard-to-reach populations. 1In
addition to providing citations or references to any papers or
publications related to this topic, each organization was asked to
provide information on any recent surveys they had conducted with
such populationse, indicating when they had or had not used
incentivea, and a sense of their general organizational pelicies or
conventions regarding the wuse of, - incentives under such
circumstances. Prior to describing some of the evidence available
from the research literature that bears on the questions raised
above, it will be useful to summarize current practice in this area
as described by these organizations.

Not surprising, the vast majority of these organizations
routinely conduct surveys with hard-to-reach respondents under our
broad definition. As noted by one organizational respondent,
virtually every survey encounters and must deal with hard core
refusals, but more specific categories of respondents designated by
responding organizations as hard-to-reach are:

(1) the economically disadvantaged (e.g., lower income or

lower socioceconomic status (SES) populations, welfare
recipients or applicants, the homeless);
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(2) the educatiocnally disadvantaged (e.g., the less educated,
high school dropouts, those with low literacy levels, the

mentally retarded);

(3) minority populations (e.g., African Americans, Higpanics,
disadvantaged minorities, impoverished urban minorities);

(4) adolescents, youth, and young adults (e.g., youth in
general, minority youth, young black males, teen mothers,

the young and mobile);

(5) drug users and those with special health problems (e.g.,
current or former drug users, drug abusers, cocaine
ugers, diabetics, those with asthma):

(6) frequently surveyed professiocnal or elite populations
(e.g., physicians, nurses, CEO's, teachers, college and
university faculty, both very small and very large farm
operations); and

(7) transients and persons who wish not to be found for legal
or other reasons (e.g., highly mobile and transient
populations, runaway youth, absent parents owing child
support, those defaulting on student loans).

Not only do these categories overlap a great deal, but also,
in almost every case, incentives have been used in surveys of thege '
populations to increase response rates by at least one
organization, and quite often by many. For example, the use of
(generally substantial) incentives in surveys of physicians is a
standard practice in virtually all of these organizationms. It is
also the case, however, that recent surveys have been conducted
with most of these subpopulations in which no incentives were used,
including a few surveys of physicians.

Although most of the organizations gqueried feel that
respondent incentives are generally effective in increasing
response rates among these hard-to-reach target populations, very
few controlled or randomized experiments have been conducted to
demonstrate empirically the efficacy of incentives in improving
response rates under such circumstances. Not surprisingly, the use
of incentives in surveys conducted by or for Federal statistical
agencies--which require OMB approval for providing respondent
incentives--is somewhat more likely to be based on such empirical
evidence than their use in surveys conducted by commercial,
academic or private research firms under other auspices.

Even in the absence of such controlled experiments, several of
these survey research professiocnals and firms believe that
respondent incentives are an important overall tool in their
arsenal for dealing with hard-to-interview survey populations, 'and
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their experiences with such incentives bear on at least three of
the basic issues raised earlier regarding the use of incentives
with such populations. First, although many participants at the
COPAFS (1993) symposium felt that incentives might not be effective
in locating those who are hard-to-find, several of these
organizations report experiences that suggest that paying
respondents makes contacting and locating easier, less expensive
and more effective, since contact individuals are more willing to
convey messages and provide new address and telephone numbers for
sample members when interviewers are able to mention that they have
a monetary incentive for the respondent. Similarly, others cite
experiences suggesting the efficacy of respondent incentives in
"opening the door" or getting past "gatekeepers,"--i.e., in helping
gain access to the respondent--because nurses, receptionists,
relatives, friends and other "gatekeepers" are apparently more
reluctant to restrict or deny access to a potential respondent when
a monetary incentive is involved. '

Third, although several of those responding to our inguiry
expressed some ambivalence regarding this practice, a number of
surveys have been conducted which provide incentives either to some
but not all respondents, or different levels of remuneratiom to
respondents in the same survey. In pome cases, these different
incentive levels (including no incentive) reflect different levels
of burden, effort or risk for different respondents, but it is also
not uncommon to offer incentives only to sample members for whom
one ie having difficulty getting them to respond--i.e., to do the
survey without routine remuneration, but then use monetary
incentives to try to convert refusals. Alternatively, in a survey
providing incentives at a given level, interviewers might be
permitted to offer increasingly larger amounts to convert
increasingly hard-core refusals, to persuade extremely hard-to-
convince cases to indeed cooperate.

Although these conditional incentive approaches can be guite
cost effective, paying uncooperative sample members when
cooperative respondents are not paid, or paying especially
reluctant or difficult sample members more than those who cooperate
more readily, violates our sense of fairness or egquity. However,
the selective or strategic use of remuneration to convert hard-core
refusals and achieve higher or very high response rates is--though
relatively rare and practiced with some reluctance--very much a
part of current research practice with regard to the use of
incentives to survey hard-to-reach respondents.

3. A Brief Review of the Literature
Having briefly summarized the current state of practice in
thig area, let us now eaxplere what, if anything, the current

regearch literature can tell us regarding the use of respondent
incentiwves with difficult-to-survey populations or sample members.
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3.1 The Use of Incentives in Surveys--A Summary

As a background for that analysis, it is important to consider
momentarily what we know (or think that we know) about the use of
respondent incentives in general (cf. Kulka, 1992, Willimack et al.
1992). BAs noted earlier, few today would question the general
assertion that a monetary incentive enclosed with a mail
questionnaire will serve to increase response rates. Hundreds of
studies have been conducted, and review after review--both
qualitative and quantitative--concludea that the importance of
financial incentives is "second only" (perhaps) to the use of
follow-up mailings or prompts in improving response rates (cf.
Dillman, 1%%1). Moreover, the literature rather overwhelmingly
supporte the predominant effectiveness of prepaid as opposed to
promised incentives (e.g., Armstrong, 1975; Berk, Mathiowetz, Ward
and White, 1987; Berry and Kanouse, 1987; Blumberg, Fuller, and
Hare, 1974; Church, 1993; Furse and Stewart, 1982; Hopkins and
Gullickson, 199%2; James and Bolstein, 1992; Kanuck and Berenson,
1975; Linsky, 1975; Peck and Dresch, 1981; Skinner, Ferrell, and
Pride, 1984; Wotruba; 1966; Yu and Cooper, 1983). That is,
incentives appear to be most effective in induecing survey response
when they are paid in advance--at the time that the respondent's
cooperation is initially solicited--rather than offered conditional
on and paid subsequent to respondent cooperation, even when the
promised or conditional incentive is greater than the amount
prepaid (cf. Linsky, 1975; James and Bolstein, 1992).

The use of monetary incentives to increase response rates for
telephone and persconal interview surveys has received far less
research attention, although the results of several studies are
consistent with those derived from mail surveys. Overall, however,
the conditions under which a monetary incentive will be effective
or ineffective under these survey modes appear to bhe lesa genaral.
Bagsed on this more limited research literature, the greatest
potential effectiveness of monetary intentives appears to be in
surveys that place unusual demands upon the respondent, reguire
continued cooperation over an extended period of time, or when the
positive forces on respondents to cooperate are fairly low (cf.
Cannell and Fowler, 1977).

In addition to a potential beneficial impact on response
rates, the research literature spuggests that incentives may have a
beneficial impact on data guality as well. At least two theories
suggest the opposite--a detrimental effect of remuneration on data
guality:

{1) a concept based on "social desirability" theory (Cannell
and Henson, 1974; Weiss, 1975) that suggests monetary
inducements will increase the tendency of participants to
try to please the interviewer by providing what the
respondent believes is the desired or "correct" answer;
and
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(2) a° "self-perception® model that argues that the
introduction of finmancial incentives acts as an extermal
motivator, thereby reducing the degree of internal
motivation (i.e., the subject's interest or desire to
participate), decreasing the degree or guality of
compliance (i.e., guality of response), while increasing
the rate of compliance or cocperaticn (cf. Hansen, 1980).

While relatively little empirical evidence has been found in
support of either of these two models (see, however, Hansen, 1980;
James and Bolstein, 1990), the preponderance of evidence reported
to date (e.g., Berk et al., 1987; Cowan, 1977; Ferber and Sudman,
1974: Godwin, 1979; Goetz, Tyler, and Cook, 1984; Houston and Ford,
1976: Jameés and Bolstein, 1990; Kerachsky and Mallar, 1981;
McDaniel and Raoc, 1980; Sudman and Perber, 1974) is more consistent
with a theory based on "social exchange," which posits that the
offer of monetary incentives induces a greater commitment to the
survey task among respondents, which in turn results in better data

gquality from survey respondents.

With regard to incentive size, the research literature .is
gignificantly less helpful, since the majority of studies have
investigated the effects o©f incentivea of §1 or less (e.g.,
Armstrong, 1975; Fox et al., 1988; James and Bolstein, 1992; Jobber
and Saunders, 1988; EKanuck and Berenson, 1975; Linsky, 1975;
Yammarino et al., 1991; Yu and Cooper, 1983), and few studies have
successfully demonstrated the effectiveness of very large monetary
incentives (e.g., Berry and Kanouse, 1987; Gunn and Rhodes, 1981;
James and Bolstein, 1992). At both extremes, there is some
evidence that increasing the size of monetary incentive will result
in increases in survey response and/or quality (e.g, Armstrong,
1975; Findlay and Schaible, 1980; Fox et al., 1988; Furse and
Stewart, 1982; Godwin, 197%; Cunn and Rhodes, 1581; Hubbard and
Little, 1988a, 1988Bb; James and Boletein, 1990, 1992), but there is
also rather consistent evidence that this benefit may rather
quickly reach "diminishing returns,"” whereby larger incentives no
longer result in appreciable increases in survey response (e.qg.,
Armstrong, 1974; Fox et al., 1988; Godwin, 1979; Hubbard and
Little, 1988b; James and Bolstein, 19%2; Mizes, Fleece, and Roos,
1584).

Overall, why payments are effective in improving response
rates is not currently very well understoocd. Some believe that
"payment works in increasing response rates . . . through
motivating and supporting the interviewer [emphasis added] in his
[or her] approach to the respondent' (Weinberg, 1973, p. 480),
while others view "incentives . . . a8 impressing upon the survey
respondent [emphasis added] the importance of the task" (Goetz et
al. 1984:14%; Berry and Eanouse, 15%87). 8till othere have
suggested that the predominant motivating power of an incentive is
not its monetary value, but rather its symbolic, or "token" value
(e.g., Linsky, 1975).
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In turn, two basic classes of theories have been referenced to
explain why incentives may increase survey participation (cf.
Willimack et al., 1992). The first is based on the principle of
"reciprocation® (Groves, Cialdini, and Couper, 1992):

Bvery human society abides by a norm of reciprocity [emphasis
added} that directs individuals to provide to others the
general form of behavior that they have received from others
(Gouldner, 1960). . . . [Based on] the reciprocity heuristic,
. . . one should be more willing to comply with a request to
the extent that the compliance constitutes the repayment of a
perceived gift, faveor, or concession. (p.480)

Thus, by providing an incentive as an unsolicited gift (e.g., a
prepaid incentive), one invokes the norm of reciprocity among
. respondents, who can "reciprocate" by participating in the survey.

Closely related to the concept of a "norm of reciprocity" (and
in the same basic class) are theories of "cognitive dissonance" and
"social exchange." TUnder the former, it is postulated that the
inclusion of a prepaid token incentive with a request for survey
participation creates psychological dissonance, which is most
eagily resolved by consenting to in fact participate (cf. Purse and
Stewart, 1982, 1984; Hackler and Bourgette, 1973).

As articulated by Dillman (1978), "social exchange" theary,
which emphasizes the perceived costs and rewards of responding to
a survey, suggests that, in order to maximize survey response, one
must "minimize the costs for responding, maximize the rewards for
doing so, and establish trust that those rewards will be deliveredr
(Dillman, 1978, p. 12). Rather than serving as a reward for survey
participation, the use of an incentive serves as "a symbol of
trust," a major factor necessary for sccial exchange to
successfully occur. Consistent with ‘this notion is research
evidence showing that

increasing the size of an incentive does not always increase
response, and in fact may tend to decrease it, and that
including it with the appeal [a prepaid incentive] is more
effective than promising to send it on return of the
questionnaire. The closer the monetary incentive comes to the
value of the service performed, the more the transaction tends
to move into the realm of economic exchange [in which money
serves as a precise measure of the worth or value of one's
actions] and the easier it becomes for people to refuse it.
{(Dillman, 1578, p. 16)

In general, smaller, prepaid incentives appear to invoke
social exchange or the norm of reciprocity, while larger promised
or conditional incentives are more likely to invoke economic
exchange, which represents the second basic class of thecries on
how incentives serve to increase survey participation, i.e., by
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literally paying respondents for the time and effort required to
provide the information requested. Under this model, remuneration
represents reimbursement for survey cooperation (cf. Cohen, Walden,
and Ward, 1992), i.e., compensation to respondents for their time
and effort in participating in the survey, rather than an
"incentive,” "gift," or "gesture of goodwill" too small to be.

considered equitable payment or exchange for respondents' time.

In this regard, Cannell and Henson (1574) emphasize that,
gince respondents rarely share the goals of a survey, they do not
consider participation as a means of advancing their own, personal
goals, and are thereby generally umnmotivated to perform the survey
task. An incentive, in the form of a payment, may serve to provide
a personal goal which motivates participation in a survey. To be
effective, the amount of money cffered must be large enough to be
worth working for--i.e., the value of the incentive should be
commensurate with the task and/or time sacrificed by the
respondent - -but not extravagant, because, if individuals perceive
that they are overcompensated, the effects on participation may
actually be negative (Cannell and Henson, 1574; Groves, 1989).

Overall, the preponderance of research evidence appears to
favor the concepts of social exchange or reciproecity as a basis for
the effectiveness of incentives, although with the advent of
increasingly more complex surveyse and the use of larger incentives,
a significant body of evidence coneistent with the tenets of
economic exchange is also accumulating, much of it in relatiom to
surveys of apparently hard-to-reach or hard-to-interview
populations, to which we now turn our full attention.

3.2 Hard-to-Reach Target Populations

Although at least seven different categories of respondents
were identified by survey practitioners as "hard-to-reach,"
research on the effects of respondent incentives has focused
directly on only a few of these--frequently surveyed professional
and elite populations, adolescents and young adults, and the
disadvantaged--and the relative coverage of even these three broad
populations in that regard is quite uneven.

By "focusing directly" I mean that the subjects for
experimentation with incentives are drawn largely or entirely from
one of these target populations. A number of these studies include
ocne or more of these subgroups as a component of the population
surveyed, and such subgroups may or may not have responded
differently to incentives than other groups represented in the
sample, but the iesue of the differential effectiveness of
incentives among those hard-to-survey will be dealt with in a
separate section.

Studies on the use of incentiwves with professional and elite
populations--especially physicians--are legion. Physicians are
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widely believed to be an especially difficult population from which :
to collect survey data (Sudman, 1985), since they "are frequently
approached for surveys, the demands on their time are great, and
their office staffs are vigilant in protecting them® (Berry and
Kanouse, 1987, pp. 102-103). Physicians' reluctance to participate
in surveys is a growing problem for researchers (cf. Berk, 1985),
with the American Medical Association (AMA) warning that
"physicians are becoming weary and wary of surveys" (Martin, 1984),
while the response rates to even their own surveys have declined
precipitously (Goodman and Jensen, 1981). .

Both prepaid (Berk, Edwards, and Gay, 1993; Berry and Kanouse,
1587; Lockhart, 1551; Mizes, Pleece, and Roos, 1%84) and promised
(Gunn and Rhodes, 1981; Weber, Wycoff, and Adamson, 1982; Tambor,
Chase, Faden, Geller, Hofman, and Holtzman, 1993) monetary
incentives have been shown to significantly improve response rates
in surveys of physicians, whether conducted by mail, telephone or
in person. For example, Guan and Rhodes (1981) conducted an
experiment to determine the effectiveness of paying monetary
incentives to physicians for their participation in a 20-30 minute
telephone interview on attitudes toward influenza immunization.
Physicians were systematically assigned to one of three subsamples
designated to receive no incentive, $25, or $50. Study findings
revealed a 58 percent response rate for the group offered no
incentive, 69 percent for those promised $25, and 77 percent for
those offered $50. 1In a personal interview survey conducted by
Weber and his colleagues (1982) the same range of incentive
conditions resulted in response rates of 38, 67, and 73 percent,
respectively. :

Berry and Kanouse (1987) compared the relative effectiveness
of a prepaid and a promised incentive of £20 in a mail survey of
physicians, obtaining a 78 percent response rate for the prepaid
incentive group and a 66 percent rate for those paid only after
they completed the survey. Mizes, Fleece, and Roos (1984)
demonstrated the effectiveness of even a relatively small prepaid
incentive in a brief mail survey of physicians, cbtaining a
response rate of 74 percent with either a $1 or $5 prepayment in
comparison with 53 percent when no payment was provided. In a
survey of 600 physicians from three specialty groups, Lockhart
(1991) achieved a 57 percent response rate using a $20 prepaid
incentive, compared with only 13 percent in a no incentive control
group. More recently, Berk, Edwards and Gay (1993) confirmed the
effectiveness of a prepaid incentive of $10 in a mail survey of
physicians, achieving a response rate of 63 percent for those
receiving the incentive with an initial mailing in comparison with
40 percent for the no incentive group.

The relative effectiveness of both large and small monetary
incentives in improving response rates, speed, and/or quality among
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other professional and elite populations has also been demonstrated
empirically, including: : |

(a) intermational elites, ranging from university professors
to cabinet ministers (Godwin, 1979);

(b) nurses (e.g., Kephart and Bresaler, 1958);

(e} librarians (Hopkins, Hopkins, and Schon, 1988);

{d) wvarious professionals subscribing Lo a magazine dealing
with alcchol and drug use problems (Goedstadt, Chung,
Kronitz, and Cook, 1977); :

(e) owners of small construction subcontracting companies
(James and Bolstein, 1992);

(f) community elites (Paoclillec and Lorenzi, 1984);

(g) business executives (Erdos and Morgan, 1983; Robin and
Walters, 1976); and .

{h) farmers (Willimack, 1993).

However, scme of these studies were poorly designed and/or
cbtained very low response rates even with incentives, and there
are other studiea where incentives used with professionals were
either ineffective (e.g., Cook, Schoeps, and Kim, 1985; Abraham and
Johnson, 1993) or resulted in poorer response rates or quality than
when no incentives were provided (e.g., Hansen, 1580). For
example, in the 1992 field test for a national survey of college
and univereity faculty (Abraham and Johnson, 1993), three incentive
conditions were used, including one monetary (a prepaid $2 bill);
only the monetary incentive approached statistical significance in
improving the response rate over no incentive (87 versus 79
percent), and this was not regarded as etrong evidence of the
efficacy of incentives with that particular professional
population. In fact, the main survey, fielded without incentives,
achieved an overall response rate of 87 percent (Abraham, 1994).

A second category of respondents which many nominate as hard-
to-reach are adclescents, youth, and young adults. While there is
less empirical evidence available with regard to these target
populations, the results that are available are consistent with the
assumption that incentives can be quite effective in stimulating
survey cooperation among them. For example, a recent investigation
conducted for NCHS by the Survey Research Center at the University
of Michigan (Cannell and Camburn, 1991) studied the effects of
respondent payments of $20 on the willingness of youth 12-20 to
participate in the Youth Risk Behavior Surveillance System (YRES)
and on their motivation to answer YRBS questions as accurately and
truthfully as possible. The results of this research indicated
that paying respondents increased participation rates (from 79 to
S0 percent), reduced parental consent refusal rates (thereby
assisting in getting by an important “gatekeeper), aided
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interviewers in converting refusals, increased respondents'
perceptions of the importance of the survey, and may have improved
the accuracy and honesty of responses.

The authors suggest that these youth represent the classic
hard-to-interview respondent, in that the positive forces for them
to respond and respond accurately to the YRBS are in fact quite
low. "Young people had a low interest in this survey, and saw no
compelling reason for responding honestly or being diligent in the
task of answering the survey questions" (Cannell and Camburn, 1991,

P. 1). Moreover,

respondents could see no compelling reason to be diligent in
answering survey questions. Participants in group interviews
voiced skepticism about any benefits that may accrue from
participating in surveys. Therefore, techniques typically
used with adult respondents to encourage participation and
more accurate reporting, such as appealing to their
obligations as citizens [civie duty] or emphasizing the
Societal benefits likely to come from the survey, may be
unproductive with youthful respondents. Therefore, some
different ways of motivating respondent participation and
accurate reporting are needed. (Cannell and Camburn, 1991, p.
11)

This is consistent, of course, with Cannell and Henson's (1974)
earlier suggestion that this is precisely the role that a
respondent incentive might play, i.e., providing a personal goal
which motivates participation in a survey.

Similarly, students and former students have traditionally
been difficult to survey. For example, "postsecondary students who
have little motivation to participate im . . .research and have
traditionally been difficult to survey include those who fail to
complete the application process, those who are admitted but do not
register for classes, dropouts, and alumni" (Zusman and Duby, 1987,
P- 73). Thus, in a mail survey of undergraduate transfer students
who subsequently withdrew, Zusman and Duby (1%87) found that a
prepaid incentive of $1 increased cooperation by nearly 20
percentage points. In an earlier study of the use of incentives
with a postsecondary student survey, Huck and Gleason (1974) found
that the response rate could be increased from 65 to 92 percent
with the provision of an incentive. Peck and Dresch (1981) found
that a prepaid $3 incentive with a 1¥ hour mail survey of men and
women three years after they completed high school yielded a
response rate of 76 percent, compared with a 68 percent response
rate for those promised a similar payment, and 54 percent among
those who were offered no payment at all. Similarly, in a one-year
follow-up mail survey of vocational-technical school graduates,
Pucel, Nelgon, and Wheeler (1971) found that the use of multiple
nonmonetary incentives increased response rates by over 20
percentage points relative to a no incentive control group.
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In contrast, in the 1952 Postcensal pretest for the NSF's 1993
National Survey of College Graduates, a mail survey with telephone
and in person follow-ups, Mooney, Giesbrecht, and Shettle (1923)
found that a $5 incentive with the initial mailing significantly
increased response rates after two mailings by 11 percentage
points, but, after mail and telephone follow-up, this difference
was reduced to only 2 percent. In addition to increasing speed of
response, however, those provided an incentive were significantly
more willing to provide telephone numbers and names of contact
persons, thereby reducing the effort required for future locating
in this longitudinal study. In yet another incentive experiment
conducted in connection with the National Assessment of Educational
Progresse (NAEF) household survey --in which young adults 26-35 were
asked to complete a series of tests--Chromy and Horvitz (1978)
demonstrated the effectiveness of a variable incentive procedure
(no incentive for one package, $10 for two, $15 for three, four for
$20) in increasing the overall response rate from 70.5 percent
(with no incentive) to 83.3 percent, a rate which was maintained in
subsequent years by adopting this procedure. -

Perhaps the respondent categories most commonly mentioned as
hard-to-reach or hard-to-interview are the educationally or
econcmically disadvantaged and minorities. However, there is wvery
little experimental evidence available attesting to the efficacy of
respondent incentives based specifically on these target
populations. One of the classic examples in fact overlaps our
previous category, dealing as it does with disadvantaged youth. In
that study (Kerachsky and Mallar, 1981), a $5 payment per interview
was offered to a randomly selected portion of a mnational
probability sample panel of 5,800 economically disadvantaged youth
for three waves of interviewing, conducted in conjunction with an
evaluation of the economic impact of the Job Corps program. "Youth
in the age range of Corpsmembers {16 to 21) and with their
economically disadvantaged backgrounds are generally very mobile
and hard to locate [and interview] " (Kerachsky and Mallar, 1981, p.
263) .

The researchers were able to verify the effectiveness of these
regpondent payments for improving both the guantity (search
efficacy and interview completions) and quality (e.g., item
nonresponse) of responses. After one or two interviews, the
study's ability to locate potential respondents and cbtain data
from those wheo were located deteriorated in the absence of monetary
incentives, but not when sample members were offered the $5 payment
per interview. 1In addition, payment influenced the willingness of
sample members to return postcards from advance letters, thereby
reducing the cost of locating respondents for follow-up interviews.
Significant reductions in item nonresponse associated with these
payments were most pronounced at baseline and declined over time.
More generally, the overall effectiveness of respondent incentiven
in increasing response rates and quality in studies that
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overrepresent the poor and minority populations has also been
demonstrated (e.g, Berk et al., 1987).

While studies of the effectiveness of incentives that focus
directly on low income, minority, and disadvantaged populations are
quite rare, those that address the more specific guestion of
whether respondent incentives are more effective in improving
cooperation among such target populations than the more affluent

and advantaged are considerably more common. This question is part
of a more general one--are incentives more effective for certain

population subgroups than for others?--to which we now turn our
attention.

3.3 Differential Effects of Incentives by Target Populaticn

Restating our original gquestion on this issue:

Are incentives effective only for certain target populations
or subpopulations or are they more effective for certain
population subgroups than for others (i.e., are the effects of
incentives different for different population subgroups)?

At the most general level, a few of the quantitative reviews of the
regearch literature on techniques designed to enhance mail survey
response rates have addressed this isgsue. Yammarino and his
colleagues (1991) found, for example, that associations between
incentives and response rates "were statist irally significant but
derived from more than one Population; that is, the relationships
are gituation specific and there is a need to examine potential
moderators" (p. 627), other than year of publication and (a crude
measure of the) type of sample (consumer versus institutional
groups), the two moderators included in the study, which were not
statistically significant. In contrast, neither Church (1993) nor
Hopkins and Gullirkann (1982) feound significant differences in the
effectiveness of incentives by target population (general,
students, technical, business, and medical) or population type
(professional, general, or semiprofessional), respectively.

However, a more detailed examination of respondent populations
reveals a significant amount of wvariation in responsiveness to

respondent incentives. For example, in an experiment recently
reported by Willimack (1993) in connection with the 1992 Farm Costs
and Returns Survey (FCRS), a prepaid nonmonetary incentive

increased the overall response rate from 58 to 63 percent, but the
incentive proved to be most effective in the smallest and largest
classes of farm operations, increases of 17 and 12 percentage
points, respectively.

Similarly, several studies of physicians have found
significant differences by specialty in the effectiveness of
incentives in increasing survey cooperation. Noting that different
populations are more receptive to certain incentives than others,
Erdos and Morgan (1983) reported that doctors in nine specialties
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-of medicine responded well to a 25¢ incentive, whereas
psychiatrists required a $1 incentive. In the study cited earlier
by Gunn and Rhodes (1981), response rates varied considerably
across specialties: pediatricians and industrial physicians had
high rates regardless of payment category ($0-$25-$50), but general
and family physicians were very sensitive to payment--37 percent
responded with no payment and 64 percent with $50. In the Lockhart
(1991) study, the impact of incentives on general and family
practitioners and physicians specializing in internal medicine was
substantially greater than that observed among diabetes
specialists, presumably because the topic of the survey--blood
glucose monitoring--was especially salient to the latter. In
contrast, in Berry and Kanouse's (1987) investigation of prepaid
versus promised incentives, prepayment was effective with all nine
specialties (statistically significant in four), except for
oncologists, whose overall response rate was exceptionally high.

While it is commonly assumed that monetary incentives are more
effective in increasing response rates among less educated, lower
income respondents than among more educated, middle- or upper-
income persons or households, research findings are in fact
gomewhat mixed regarding the effect of incentives on response rates
for groups differing in sccioeconomic status. For example, based on
the early mail survey literature, Kanuk and Berenson (1975) cite
several studies that failed to show that low income peocple were
more likely to respond to monetary incentives than were pecple with
higher incomes. In the 1971 National Health and Nutritiom
Examination Survey (NHANES I; Miller, Kennedy, and Bryant, 1972;
Bryant, EKovar, and Miller, 1975), a $10 incentive increased
examination cocoperation rates relative to no incentive from 70 to
B2 percent, but, contrary to expectations, the effect of the
promised incentive did not increase as income level decreased. In
a parallel remineration expariment conducted in connerction with the
second survey (NHANES II) in this series (Findlay and Schaible,
15980), boosting the incentive from %510 £o 520 increased the overall
response rate from 74 to 79 percent, and the increased remuneration
was more successful among whites than blacks, but there were no
differences by income level. Goetz and his associates (1984) also
found no difference in the effectiveness of incentivea by
education, race (cf. Dohrenwend, 1970), and income.

In contrast, in a nonexperimental comparison, Benus and
Ackerman (1971) found that response rates for all major segments of
the population were better in a panel where sample members were
paid than a comparable panel where sample members were not paid,
and they were disproportionately better among low income
respondencs. Similarly, using nonmonetary incentives in a mail
survey, Nederhof (1583) found that incentives produced a
disproportionately larger percentage of respondents from lower
educational and occupational strata. Though modegt, James and
Bolstein (1990) found a similar pattern of relationships for level
of education and income with wvarious monetary incentiwves in their
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mail survey of cable televigion subscribers. Ferber and Sudman
(1974) also found that monetary incentives were indeed more
effective in soliciting cooperation from lower income families than
high income households, but such differential effects by education
or income level have not been congistently cbserved in consumer
expenditure studies (cf. Ferber, 1974; Cowan, 1577).

In a widely cited but poorly designed study, Gelb (1975)
reported a significant difference in the response of lower-class
and middle-class respondents to a conditional versus an immediate
incentive to return a questionnaire, with middle-class recipients
responding better to a prepaid and lower-class recipients to a
promised incentive. More recently, Goyder (1%50) reported a
similar statistical interaction between socioceconomic status (SES)
and size and type of incentive, whereby higher SES sample members
were more likely to respond to no incentive or a prepaid $1
incentive, while lower SES sample members were more likely to
respond to a post-paid $10 incentive than high SES sample members.

A more rigorous test of the differential effectiveness of
monetary incentives by sociceconomic status was conducted in .
connection with a field test of 2,000 adults 16 and older for the
National Adult Literacy Survey (NALS), a personal interview survey
designed to measure one's ability to use printed and written
material (Berlin, Mchadjer, Waksberg, Kolstad, Eirsech, Rock, and
Yamamoto, 1992). Assessing the impact of incentives of $0, $20,
and 535, a significant increase was found in response rates in the
two incentive groups (81 and B3 percent, respectively) over the "no
incentive" group (73 percent), but no significant difference by
incentive level. Of particular importance to the current
discussion, they found that incentives were most effective in
improving response rates for people with low educational attainment
and minority populations. When a monatary incentive was paid,
significantly more black and Hispanic adults agreed to take both
the background questionnaire and literacy test than when no
incentive was offered, and similar results were cbserved for adults
with lower levels of educacion. Eimilarly, in a recent pretest
for Cycle V of the National Survey of Family Growth (NSFG), a
survey of women of childbearing age with an oversample of black and
Hispanic women, a $20 incentive resulted in an overall increase in
cooperation of 8 percentage points, but the increase was
disproportionately higher for black, Hispanic, and low income women
(Duffer, Lessler, Weeks, and Moser, 1994). For example, among
lower income women, the $20 incentive inecreased response rates by
12 percentage points, three times the level of increase (i.e., 4
percentage points) observed among higher income women. Similarly,
the increases cbserved among black and Hispanic women were 10 and
26 percentage points, respectively, compared to only 2 percentage
points for white and other women.

Thus, there is indeed some appreciable evidence that
incentives are more likely to influence lower income, lower

272




L

sociceconomic subgroups and minority populations to participate in
surveys. Overall, however, results regarding the effect of
incentives on survey participation from groups differing by
race/ethnicity or socioeconomic or status are currently still quite

mixed.
3.4 The Conditicnal Use of Respondent Incentives

The foregoing discussion raises (but clearlildaesn't answer)
the question of whether all respondents should be paid the same
incentive, or should consideration be given to different levels or
types of remuneration for different respondents (cf. Peck and
Dresch, 1981; Marrect, Kreiger, Dodds, and Hilditch, 19%2). A
related question raised earlier in our discussion of current
practice is "should consideration be given to paying some but not
all respondents to a given survey?" In fact, as noted earlier, a
number of survey research organizations on some surveys use
respondent incentives only for refusal conoversion, usually only as
a last resort to convert hard-core refusals, the truly hard-to-
interview sample members. For example, in the General Social
Survey (GSS), conducted by NORC under a grant from the National
Seience Poundation, "respondent fees" have routinely been used for
this purpose; and, in 1989, up front respondent fees were also
offered to a select group of respondents who resided in
traditionally difficult urban primary sampling unites (PSUs), a
strategy that resulted in a lowering of the overall cost of the
survey and a reduction in the field period, while still achieving
the highest completion cbserved for this survey since 1985 (Law,
1589).

In a paper prepared for the COPAFS symposium in October 1992,
Pendleton and Ginsberg (1992) explicitly raised this as an
impoartant research quesation (of. Tucker, 1992) -

[Information is needed on] the most advantageous stage in the

data collection process to offer incentives to minimize the
cost and time involved in repeated follow up. A comparison of
the cost of completed interviews when no incentives are
offered, when offering incentives at first contact, and when
offering incentives only when response rates are not found to
be adeguate in terms of cost of completed interview would be
useful. (p. 8)

And, although none of them deal with the equity or fairness issues
associated with this practice, a few studies have indeed explored
the issue of the timing of when respondent incentives are offered,
independenc of the prepald versus promised distinction, i.e., the
"conditional® use of incentives to convert nonresponders.

For example, in a survey of college undergraduates, Huck and

Gleason (1974) found that a follow-up mailing sending a quarter to
nonrespondents rather than to everyone on the initial mailout list
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cut coets in half, without significantly decreasing the response
rate. In essence, the NAEP national assessment experiment with
young adults reported by Chromy and Horvitz (1978) was a
nonresponse follow-up study. After cobtaining a disappointing
response rate of only 44 percent with no incentive, the experiment
was directed only at nonrespondents from the initial study. While
nonrespondents receiving no incentive, but exposed to substantially
improved field procedures, were increased to a participation rate
of 71 percent, the response rates for those receiving one of three
incentive conditions were boosted to 80 to 85 percent. Similarly,
in the experiment with young adults surveyed by mail by Peck and
Dresch (1981), a prepaid incentive of $3 in the first wave mailing
resulted in a final response rate of 76 percent, compared to only
54 percent among those receiving no incentive; however, a condition
in which nonrespondents to the first mailing who initially received
no incentive were prepaid $3 with the second mailing ultimately
achieved a response rate of 70 percent. In a household health
survey of young adults in Switzerland, Perneger, Etter, and
Rougemont (1993) experimented with two "incentives," a promise of
10 Swiss francs ($7 US) and a red reminder postcard mailed two days
after the questionnaire. Initial response rates were 65 percent
for those receiving both incentives, 57 percent for those offered
the money only, 54 percent for recipients of the reminder card, and
48 percent for those who received neither. Follow-up mailings with
incentives sent to all nonrespondents resulted in final response
rates of 83, B4, 82, and 78 percent, respectively, attesting to the
erficacy of these incentives as a productive nonresponse follow-up -
device.

In a mail survey of residents of New Zealand with three waves
of mailing, a $1 incentive achieved a final response rate of about
70 percent, regardless of whether it was sent to all respondents
with the initial mailing or included in the second mailing for
nonrespondents to the first mailout (Brennan, Hoek, and Astridge,
1591). Similarly, in a mail survey of San Diego residents, a
monetary incentive of $5 contingent on response (i.e., a promised
incentive) to a second mailing of the questionnaire increased the
response rate from initial "nonresponders® by 100 percent relative
to controls who received no incentive, and by 75 percent over those
who received $1 not conditional on response {(Spry, Hovell, Sallis,
Hofstetter, Elder, and Molgaard, 1989).

In a general population telephone survey on family health
insurance recently conducted in 10 states for the Robert Wood
Johnson Foundation by Mathematica Policy Research, Inc., promised
incentives of $5 and 510 were compared with no incentive in three
states to assess their effects on both response rates and data
quality (Strouse and Hall, 1994). Although the $10 payment
marginally increased screener (but not interview) regponse rates
over no incentive prior to refusal conversion, after refusal
conversion--which offered a $10 payment to nonresponders in both
groups--cooperation rates for the $0 and $10 groups were virtually
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equivalent. As a result, payments were retained only for refusal
conversion efforts for the remainder of the survey.

Not surprisingly, the potential efficacy of using incentives
only for nonresponse follow-up in surveys of physicians has also
been examined, with mixed results. Recall that Berry and Kanouse
(1987) achieved a 78 percent response rate with a 520 incentive
included with the initial mailing, compared with only 66 percent
for those who received a check only after the c leted
questionnaire was returned. However, a subsample of the original
postpayment sample, sent a special follow-up mailing with a check,
had a final response rate of 77 percent, indicating that prepayment
was effective even if it was used late in the contact process.

In contrast, the recent study reported by Berk, Edwards, and
Gay (1993) found that, while "some beneficial impact was found,
delaying the incentive until the second round of mailing did not
have the same effect as including an incentive with the initial
mailing® (p. 241). Overall, a 63 percent response rate was
obtained for those receiving a prepaid incentive with the initial
mailing, compared with only a 50 percent response rate for those
sent a prepaid incentive with a second mailing, and a 40 percent
rate for those receiving no incentive.

4, Summary and Conclusion

As we noted in the introduction, the use of monetary
incentives and other forms of respondent remuneration has become
increasingly common in survey research, spreading rather steadily
from the origin of this practice in commercial and market research
to the increased use of remuneration in academic and govermment
surveya. In any discussion of this trend among survey research
professionals, examples of eituations under which incentives are
routinely touted as either necessary or highly desirable to achieve
adeguate response rates alwaye include their use with hard-to-reach
or hard-to-interview populations. Although this assertion could be
regarded as essentially tautological, there is, in fact, a
reasonable consensus on a broad conception of what constitutes
"hard-to-reach" respondents, including: (a) hard core refusals; (b)
sample members protected by gatekeepers; (c) frequently surveyed
groups; (d) target populations or subpopulations among whom the
traditional positive forces to cooperate are quite low; and, in
general, (e) those who are hard to locate, gain access to, and
interview for a variety of different reasons.

In summarizing what we know or think we know about the use of
incentives with such populations, it would be most useful to do so
in relation to the seven basic gquestions that we raised at the
outaset :

275




1. Are there indeed specific target populations who are

- routinely offered remuneration to participate in surveys

by most or all survey organizations because they are
regarded as espec_ally difficult to survey?

The specific types of respondents designated as hard-to-reach
by organizations that we contacted in preparing this paper include:
(1) the economically disadvantaged; (2) the educationally
disadvantaged; (3) minority populations; (4) adolescents, vouth,
and young adults; (5) drug users and those with special health
problems; (6) frequently surveyed professional or elite
populations; and (7) transients and persons who wish not to be
found for legal or other reasons.

Of the these seven different categories of respondents, the
research literature on the effectes of respondent incentives has
focused directly on only a few--frequently surveyed professional
and elite populations, adolescents and young adults, and the
disadvantaged. Overall, to varying degrees, the results gf these
studies suggest that respondent incentives can be quite effective
in stimulating survey cooperation among each of these hard-to-reach
populations, especially the first two categories.

2, While respondent incentives may increase cooperation
among initial refusals, are they really effective with
hard-core refusals and the truly difficult or impossible
to interview populations?

That respondent incentives are gquite effective in averting
initial refusals or in converting them after the fact is fairly
clear from the research literature, but none of the literature
reviewed sgpecifically addresses their efficacy with hard core
refusals or those who are truly difficult or impossible to
interview. Possible exceptions are the effectiveness of the NALS
and NSFG Cycle V field experiments in" achieving higher response
rates among those subpopulations whose response rates are typically
guite low, in Bpite of extensive follow-up and refusal conversion
efforts. In addition, most survey research professionals believe
that respondent incentives are an important overall tool in their
arsenal for dealing with these difficult-to-interview populations
in particular,

3. Are incentives effective only for certain target
bopulations or subpopulations or more effective for
certain population subgroups than for others fi.e., are
the effects of ipncentives different for different
Population subgroups)?

While studies of the effectiveness of incentives that focus
directly on low income, minority, and disadvantaged populations are
quite rare, those that address the more specific question of
whether respondent incentives are more effective in improving
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cooperation among such target populations than the more affluent
and advantaged are considerably more common. Overall, these
studies provide some provocative evidence suggesting that
incentives are indeed more likely to influence lower income, lower
socioceconomic status and minority populations to participate in
surveys than those more advantaged. Similarly, several studies of
physicians have found significant differences by specialty in the
effectiveness of incentives in increasing survey cooperation. More
generally, there is a growing body of research evidence suggesting
that incentives are more effective for certain populations or
population subgroups than for others.

4. Are incentives zreally effective 4im getting past
"gatekeepers, " either for certain professionals (e.g.,

physicians) or other difficult-to-survey subgroups of the
general population?

Evidence provided both by survey practitioners and the
research literature suggests that respondent incentives can indeed
be effective in getting past gatekeepers and gaining access to
certain difficult to reach populatioms.

5. Are incentives indeed of little use in locating and
interviewing hard-to-find cases?

A few studies and the experiences reported by several
research organizations suggest that respondent incentives can
indeed be effective in reducing the time and costs associated with
locating, tracking, and interviewing highly mobile or otherwise
difficult to locate populations.

6. Should consideration be given to paying some, but not all
respondents to a given survey?

A number of survey research organizations on some surveys use
respondent incentives only for refusal conversion, i.e., in general
respondents are not paid, but incentives are offered as one tocl in
the refusal conversion process.

Although there are important questions to be answered related
to the equity or fairness of this practice, most of the research
literature bearing on its feasibility suggests that quite similar
rates of response and response gquality can be achieved in most
surveys by delaying the use incentives to later stages of contact
in the survey process.

" 7. Should all respondents be paid the same incentive, or
should consideration be given to different levels or
types of remuneration for different respondents

The research literature suggeste that incentives (or
incentives of a given level) are more effective for certain
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population subgroups than for others, and that different respondent
groupe may be more sensitive to different levels or types (e.g.,
prepaid versus conditional) of remuneration than others. Thus,
some have suggested that "an optimal survey design would probably
use different incentives for different population groups" (Peck and
Dresch, 1981, p. 256}. However, while the observed wvariation
across a number of studies is quite real, the evidence to date does
not yet appear sufficient to justify the use of different
incentives for different categories of sample members or survey
regpondents.

Overall, what does this overview suggest about how we define
and approach hard-to-reach or hard-te-interview respondents and the
relative or special efficacy of remuneration in surveys of these
target populations or subpopulations? This question is best
addressed perhaps by first approaching the problem from the other
direction, i.e., by asking ourselves what motivates cooperative or
"easy-to-reach" respondents to participate in surveys.

Fundamentally, 1t 1s important to realize that monetary
incentives represent only one of many incentives or motivating
factors available to survey researchers (cf. Groves, 1992). Survey
practitioners already use a number of other types of incentives to
encourage survey participation--including appeals to civic duty,
the eventual use of the information provided to help people, etc.--
and such appeals are generally quite effective. A gense of civic
duty to respond tO a government survey may be viewed as the
cumulative result of the provision of goods and services by the
polity to its citizens (Groves, 1992), and this "social contract"”
to provide information for the public good clearly appeals to many
people. Thus, the techniques typically used by survey researchers
to encourage participation include appealing to respondents'
nbli%atiunn as citizene and emphasizing the sorietal henefits
likely to accrue from the survey. '

In turn, these appeals seek to activate one of two basic types
of respondent moLive patterns (Cannell and Henson, 1974): (1) a
perception that participation in the interview will enable one to
achieve certain personal goals (i.e., by emphasizing the importance
and purpose of the survey and attempting to link these to achieving
some personal or societal goal); and (2) a habitual mode of
response toward requests made by legitimate agencies or
organizations in society, based on norms of good citizenship,
politeness, acquiescence to requests for information, etc.
Unfortunately, as Cannell and Henson (1974) note:

thease two types of motivations are not very effective in
increasing respondent [cooperation or] activity. Respondents
do not share the researcher's goals, or, if they do, they fail
to see the interview as an effective way of achieving that
goal. . . . Similarly, the respondent role may be seen as
related to citizen responsibility, but this is not usually a
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sufficiently salient or strong motive to induce a high level
. of activity [or comnmitment] . . . (p. 313)

In effect, then, an incentive may be offered to respondents to
create a personal goal which motivates participation where no other

goal or motivation exists.

In this sense, hard-to-reach respondents are those for whom
the positive forces to cooperate are quite low, where direct
connections to personal goals cannot be readily established and
appeals to civic responsibility or benefits to society are quite
likely to fail. For example, economically and educationally
disadvantaged populations--and others disenfranchised or alienated
from the mainstream society--typically have no context for valuing
research or their contribution to the research process and are less
likely to be persuaded to participate in surveys on the basis of
"social utility." It is thus generally unrealistic to expect them
to give their time simply because of the wpotential policy
implications of the data we ask them to provide. In short, one
mist recognize that there are indeed some subpopulations where the
"social contract" has broken down, where the dominant mode of
decision making is cost-benefit analysis (Groves, 1992) and where
economic rather than social exchange processes are paramount.

It is at this intersection that we encounter many of those
respondents who we designate ag hard-to-reach, and where the use of
remuneration takes on major significance as the incentive of
choice, as those based on personal goale, obligatioms to society,
and social utility become increasingly blurred or nonexistent.
Although these segments of our society may well be growing, they
8till undoubtedly constitute a clear minority. Thus, a major
challenge for those who choose to use respondent incentives to
encourage participation ammng thase who are hard-to-gpurvey is to
strike a pragmatic and appropriate balance between providing
effective levels of remuneration to induce such groups to respond
while simultaneously minimizing the risk of alienating those for
whom the "social contract" is very much intact, among whom a sense
of civic duty is alive and well, thereby continuing to provide a
more than adequate basis for their participation in surveys they
perceive to be of benefit to themselves, our society, and the
nation.
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The transaction log should be log of CHANGES MADE to database - not changes
INTENDED to be made - describe how this log is created with respect to the
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need consistent handling of #’'s(i.e. AQID=0118: "#10"), apt, NO (1st wvs. 2nd
line of address)

re-sort this report: agid, variable name, reverss chronological date and time

appears to be 2 gids for agid=2923. Please look into this and also provide
proc freg/list of agid * gid.

NORC needs to do very careful QA/QC of transaction log prior to finalizingt

files and sending final deliverable - perhaps forward this to ATSDR for
review electronically (scrambled) prior to review of other deliverables
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specific problems:

a0ID
0118

0152

oeo2

2692
2876
2523

3554

Problem
"Court"” should be standardized

"Calendar, CT" appears in final edit output, but in this log seems t
be an old value that was changed to "Venice, CA". How can this be?

Cancer condition (2/91) appeare to have occurred BEFORE last intervie
date i

Variable Name blank
PE should be PARE

*2 gids??
why so many changes - is this correct? need details on case

condition (D/B89) appears to have occurred BEFORE last interview date

289




DISCUSSION

Diane K. Willimack
National Agricultural Statistics Service

I would like to begin by congratulating and commending these authors on two thorough and
well-presented papers. Kulka has written a theory section that sets the stage for incentive use in
surveys and raises conceptual issues for consideration by survey designers. He goes on to provide
a thorough review of the literamre and a thoughtful evaluation of the implications for survey
designers, particularly regarding "hard-to-reach” population subgroups.

Ezzati, White, Mosher, and Sanchez -- the NCHS authors plus one — have provided a
compilation of the findings from a series of experiments in which incentive use has been
systematically studied on a wide variety of survey types and target populations — from hospitals to
households, from physicians to disadvantaged population subgroups. In addition they report the
value to interviewers of incentive use: how respondent incentives enhance interviewers' confidence
and their ability to do their job, as well as how interviewer incentives enhance their morale and
motivadon. This summary challenges us all to consider how to apply their findings to our own
survey situations, so that we need not reinvent the wheel.

Allow me to share what I learned from these two papers. Kulka differentiates the social
norm of reciprocity and social exchange theory from the theory of economic exchange as the
conceptual basis for incentive use in surveys. Typically we describe incentives by their type —
Monctary vs. nonmonetary -- and timing - prepaid vs. promised. Let us focus on timing. Use of
prepaid incentives is based on the social theories, while promised incentives are believed to invoke
economic exchange in respondents.

These authors tend to use the terms "incentive" and "remuncration” intcrchangeably. Kulka
also uses the word "compensation”. I decided to look up these words in my Random House
Collegiate Dictionary (1988). 1 know that our use of words as jargon need not have any
relationship with the English language, but I thought this cxcrcisc might be instructive, as well as
help me clarify my thoughts.

“Incentive,” in my dictionary, is defined as "something that incites to action,” and lists as
synonyms, "stimulus, spur, incitement, encouragement.” Let me interpret: encouragement to
respond. "Remuneration” is "something that remunerates; reward; pay.” "Remunerate” means "to
recompense,” which means "to repay or reward (someone), as for aid or service.” Again I offer
my interpretation: 1o recompense (repay) for aiding us by responding to our survey. Finally,
"compensation” is "something given or received as an equivalent for services, etc.,” with synonyms
"recompensc, remuncration, payment.” It seems w me that "remuncration” and “compensation”
are interchangeable with each other, but not with "incentve."

Let us rewrn o theory. One of the problems with promised incendves is that, in many
studies comparing them to prepaid incentives, the amount of money or the item was token in nature.
Thus while the "promise” tends to invoke economic exchange in respondents, the token nature was
not sufficient to influence respondents to engage in the economic contract. But remuneration does
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invoke economic exchange, since it implies an amount of money sufficiently close to the value of
the service of survey response rendered by the respondent. ;

Thus, if an incentive is token in namre, it must be prepaid, for it can only rely upon social
norms in order to be successful. If a promised incentive is to be used, then, for it to be successful,
it must be substantial enough to be considered remuncration or compensation in an economic
exchange. Of course the latter must take into consideration the difficulty of the burden of the task
of completing the survey. Perhaps I have just exhibited a firm grasp of the obvious, but this notion
did not crystalize for me until I read these two papers side by side.

However, tokens appear to work in instances when signs of appreciation and good faith are
meaningful to the respondent. For example, the National Agricultural Statstics Service (NASS)
conducted an incentive experiment on the 1992 Farm Costs and Rewrns Survey, an annual
voluntary survey of U.S. farm operators collecting detailed expenditure and income data in personal
interviews lasting 90 minutes on average. Response rates were increased by nearly 5.5 percentage
points in the group receiving a prepaid nonmonetary incentive. Of greater interest, though, was
the finding that incentive use increased response rates by 17 points among the smallest farms (those
with sales less than $20,000) and by nearly 12 points among the largest farms with sales of
$500,000 or more. The token pocket portfolio and calculator that we gave them cannot have
indicated an economic exchange to these large farms. Instead, it likely had appeal as a symbol of
appreciation consistent with the repeated survey contact to which these two groups, in particular,
are subjected (Willimack, 1993).

Farms are establishments, and NASS surveys collect establishment information from them.
Although farms may be a special case because they exhibit many of the same characteristics as
households, application of incentives or remuneration in establishment surveys is not mrivial. The
NCHS paper reports a survey of hospital records, in which hospitals are paid for their service of
abstracting sampled records. This is clearly remuneration with basis in economic exchange.
However this may not always be so clear cut for incentive usc or remuncration in establishment
surveys, particularly surveys of businesses.

Incentives arc meant W "incite action,” to influcnce the decision to participate in a survey
and 1o motivate the respondent. But in an establishment survey, it is unclear who we are attempting
to influence with incentive use. In an establishment, the person making the decision about survey
participation may not be the desired respondent. The desired respondent is the person who is the
most knowledgeable provider of the information being sought, usually the person who has access
and understanding of any records to be used as a source for responding (Edwards and Cantor,

1991).

If a prepaid incentive is provided in an establishment survey, who gets it? Is it the boss,
in order to "incite” or encourage a favorable decision about responding? Or is it the employee who
actually completes the survey instrument, in order to motivate careful response? Or is it the
business, as income or as payment for the service of completing the survey? It does seem less
difficult to make this “leap” if it is remuneration being offercd rather than an incentive.
Remuneration is more clearly a payment to the business for the service of completing the
guestionnaire, But then the dollar amount must be reasonable relative to the burden of the task.

291




" Let us consider further the dollar amount to be used as an incentive or as an offer of
remuneration. I think money is wicky, unless the amount is clearly token. Money is a sensitive
topic for many people, and it has all kinds of different connotatdons. No maner how much is
offered, there will always be someone for whom that amount is not enough. Furthermore, since
respondents use all the information available to them when responding to survey questions, it seems
reasonable to suggest that the same is true in those initial moments of contact during which a survey
participation decision is being made. A key piece of information is the dollar amount being
offered. 1 think the dollar amount provides an indication to respondents about the potential
difficulty of the survey task, and may arouse suspicion. The amounts of $20, $30, $50, even $100
in several of the health smdies described by the NCHS authors may have provided a fair indication
of the difficulty of the task. On the other hand, consider the James and Bolstein (1992) study cited
by Kulka in which a promise of $50 failed to increase response rates in a survey of construction
subcontractors. Similarly, in the HIV survey described in the NCHS paper, $175 offered to survey
refusers increased response rates by only 4 percentage points, while $100 resulted in a 10 point
increase. These inordinately large dollar amounts may have indicated a difficult survey task to the
respective target populations, resulting in a sense, "Well, if you're offering that much money, then
what you're asking me to do must be really hard, embarrassing, or uncomfortable. It must be
something that [ don’t want 1o do.” Meanwhile, the choice to accept or reject the offer — to engage
in the economic contract -- remains with the respondent.

The amount of money offered as an incentive or as remuneration is an important variable
to the survey designer. Here we have reached the edge of a gaping hole in the literature on
incentives. What is the trade-off between the incentive or remuneration amount and the difficulty
of the survey task? Indeed, under which survey circumstances will a token incentive suffice, and
when is remuneration needed? These papers scem to suggest that when the survey task is
particularly intrusive, burdensome, lengthy, or longitudinal, then the promise of remuneration
seems appropriate, if not necessary. But these factors must be evaluated relative to the expectations
and perceptions of the members of the target population: Perhaps a personal interview lasting 1%
to 3 hours and requesting detiled expensc and income data is considered by farm opcrators © be
as personal and sensitive as the Survey of Family Growth asking women aged 15-44 about abortion
and sexual practices. As discussants are required to say, "more research is needed.”

Furthermore, participants at the 1992 COPAFS conference on incentives listed guidelines
for OMB 10 consider when evaluating incentive use in Federal surveys (COPAFS, 1993). These

include:
“To compensate a respondent if there is risk in participating. "

“When there are unusual demands or intrusions on the respondent (e.g., lengthy interviews,
keeping a diary, having a blood sample drawn, ...)."

"When sensitive questions are being asked.”

“If there is a lengthy field period (e.g., @8 commitment over tme for a panel survey).”

"If there is any out-of-pocket cost to the respondent ...~
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"If the respondent is a small business or a nonprofit institution in a voluntary survey and
the respondent perceives some cost and burden to participating.”

* Although these represent only a subset of COPAF’s recommendations to (OMB, it appears to me
that they outline survey circumstances that favor remuncration, as I have defined it in this
discussion. However, there may be survey situations in which an incentive, as 1 have differentiated
it, will suffice. If OMB policy appears to favor remuneration over incentive use, then agencies will
design surveys accordingly, with consequences for survey budgets, management. and respondent
burden. OMB needs to write policy that recognizes and encourages gppropriate use of both
incentives and remuneration.

How do we evaluate the effectiveness of incentives or remuneration in surveys? In the early
days, as Kulka poims out in his litcrature review, it was as simple as "Were response rates
increased by incentive use?" A resounding "YES" is supporied by a large number of studies on
various types of surveys. Soon attention turned to the quality of the data, adding the question,
"Does incentive use improve the quality of the data through the respondent’s increased anentiveness
to the survey task, particularly reflected in reduced itsm nonresponse?”, or, at least, "Can we be
sure that data quality has not been reduced?” Again, both Kulka and the NCHS authors provide
a great deal of evidence supporting improved data quality related to incentive use or remuneration.

Let me next turn attention to what [ call potential "dividends" to be achieved from incentive
use: reduction in components of total survey error. Both sets of authors provide a number of
examples of increased survey participation among "hard-to-reach” or typically under-represented
population subgroups. In addition, the NCHS authors have provided results that show systematic
differences on key variables among groups whose participation was increased by remuneration.
Thus, these papers present evidence that nonresponse bias in survey estimates may be reduced
through use of incentives or remuneration.

Meorcover, let me offer an additional "dividend” found in two incentive experiments in
which | have been involved: enhanced ability to identify ineligible sample units, resulting in
nonsampling error reduction. In an incentive experiment on the 1991 Detroit Area Swmdy, a
statistically significant increase was found in the rate of incligibile samplc addreascs. This may
have been due, in part, to more diligent postal returns of the small packages containing a prepaid
pen incentive, along with more reliable interviewer confirmation, when an address was a vacant
housing unit, a business, or an incorrect address (Willimack and others, 1994). A replication of
this result is currently being tested in the 1994 Detroit Area Study.

In addition, in the incentive experiment conducted on the 1992 Farm Costs and Returns
survey, a higher rate of sample units being screened out as non-farms, and therefore not eligible
for the survey, was found to be statistically significant. Incentive recipients who had no agriculwre
may have been more anentive to the survey request and more deiermined 10 notify the inerviewer
of their non-farm status, rather than to refuse or be inaccessible based on a belief that the survey

did not apply to them (Willimack, 1993).
Incentive smudies of the 1990°s appear to have added cost evaluations or cost-benefit analyses

of incentive use or remuneration. The results of the pretest of the Survey of Family Growth are
particularly compelling. They show that the $20 incentive/remuneration actually saved money over
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no incentive, since these respondents required fewer contacts and were less likely to break
appointments, resulting in reduced interviewing costs. '

Cost evaluation is an area that stll needs development. Achieved cost savings may not
always be so clear. Instead, frequently we are left to judge whether observed benefits were
sufficient to justify the additional costs of incentive/remuneration use. It is difficult to put a dollar
value on increased response rates, improved data quality, and reduction in total survey error. No
doubt we all consider these to be very valuable. But how much improvement is needed in order
to justify the additional cost of incentives or remuneration? What production and efficiency
measures should be monitored during data collection and post-survey review and processing? What
comparisons with which other survey methods should be undertaken? We must be able to evaluare

whether incentive use or remuneration is the best tool to pull out of our methodology tool box.

Again 1 congratulate the authors, and 1 thank them for their contributions to our
understanding of incentive use in surveys.
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DISCUSSION

W. Sherman Edwards
Westat, Inc.

The use of monetary incentives in surveys is an endlessly fascinating topic for those of us
in the business of collecting and analyzing survey data. Regardless of the importance and policy
relevance of any particular survey, regardless of the eminent history and usefulness of the
statistics derived from a survey, at some point in data collection it gets down to the trenches —
gﬁﬂiﬂgﬂ#hﬂrﬂummp(mﬂﬂllmmpnrm.ﬁndi.ngﬂl:lﬂﬂﬁlll&i?ﬂﬂnbjﬂt.pmuadingﬂﬂ
last indifferent citizen to answer what seem to him like senseless and repetitive questions. The
use of monetary incentives to help in this unavoidable struggle raises interesting methodological
questions and, even more provocatively, questions about our relationship with our respondents.
As a society, we arc strongly ambivalent about money; it is the most public of our life's
trappings, and yet at the same time it is the most private. Every survey researcher knows that it
is not questions about sexual behavior or the intimate details of health that elicit the highest item
refusal rates — it is questions about income and financial assets. Introducing money into any
relationship that is not primarily an economic one complicates that relationship, as anyone who
has loaned money to a relative or friend can attest.

My discussion is organized first around two specific methodological questions and then
addresses the relationship issue. Although the literature on the effects of monetary incentives is
extensive, | will suggest several areas that warrant considerable further study.

The first methodological question is the most basic, "Do monetary incentives improve
response rates?” The two papers today provide a fairly unequivocal "Yes" response to this
guestion for surveys where incentive experiments were conducted. The paper by Dick Kulka
examines the use of incentives for hard-to-survey populations. This is a very comprehensive
paper; it provides a thorough and very useful overview of the research literature on incentives, of
different theoretical views of how incentives work, and of the methodological issues raised when
considering monetary incentives. The paper then goes on to explore in more detail issues around
incentives for hard-to-survey populations. Although this comment is not particularly relevant to
my discussion, I can't help but note that I never before considered the commonalty among drug
users, physicians, youth in general, CEOs, impoverished urban minorities, diabetics, unwed
mothers, small farm operators, and those defaulting on student loans. (They are all considered
hard to survey, and thus worthy of consideration for monetary incentives.)

The paper by Trena Ezzati and her colleagues reviews the experiences with monetary
incentives of several surveys about health and the use of health care services conducted by the
National Center for Health Statistics and the Agency for Health Care Policy and Research. This
paper presents a more detailed look at a smaller number of studies, including some that have
pushed at the edges of the envelope containing this issue.

Kulka surveyed participants in the 1993 COPAFS conference on incentives, and found
their use widespread. I think it's fair to characterize the view of many survey firms towards
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incentives as one of a number of tools that they can use to achieve satisfactorily high response
rates, but one that is often used with some reluctance. Other tools in this kit, of course, include
repeated callbacks to convert initially reluctant respondents, the use of specially designed
persuasive materials that may be targeted to particular reasons for refusal, and the use of
especially effective interviewers. How do we choose among these tools in designing our data
collection strategies? The most sympathetic view is that we choose rationally, based on
empirical evidence and careful consideration of all alternatives, choosing the most cost-effective
procedures possible. A more cynical view might be that many surveys or survey organizations
opt for incentives because they are easier to implement than other approaches. 1 suspect that
both views have some truth. For mail surveys, a fair amount of thought and research have been
devoted to optimal design strategies, most notably Dillman's Total Design Method (Dillman,
1978). The literature on telephone surveys is somewhat less well developed, and that on in-
person still less. This is in part because the issues become more complex as the relationship
between survey and respondent becomes more personal. Recent work by Groves and Couper
(1994, e.g.) is notable in applying constructs and research techniques from several disciplines to
the tool kit. One lesson from their work is that we still have a lot to learn about the tools,
including when and how to use them.

An important part of the question of whether incentives work is whether they are cost-
effective. Some of the research studies cited in the two papers included formal evaluations of
cost-effectiveness. The recent NSFG evaluation, for example, found that the cost per case for
the $20 incentive treatment was lower than for the non-incentive treatment. in addition to
yielding higher response rates. Other studies have examined the cost of monetary incentives
against other methods, such as repeated mailings, to achieve comparable response rates. Often,
incentives seem to reduce the cost of surveys The cost-effectiveness of a monetary incentive is
related to the mode of administration and the size of the incentive. The marginal cost of a $20
incentive for an in-person survey is clearly much lower than the cost of a similar incentive in a
mail survey. Kulka mentions the possible effectiveness of an incentive in locating elusive
respondents. In-person locating is one of the most expensive of data collection activities — even
a small improvement in locating effectiveness would probably be worth the cost of a monetary
incentive judiciously mentioned to an informant.

The second methodological question is, "What effect do monetary incentives have on
data quality?" Kulka notes two commonly expressed views from the research literature: the first
that respondents view incentives as a kind of "social exchange,” and thus work harder and
provide better responses. The second is that incentives are an "external motivator,” decreasing
internal motivation and hence reducing the quality of responses. Here, the literature is
somewhat less persuasive. Some studies, like the NSFG experiment and the seroprevalence
survey pilot cited by Ezzati, take the "more is betier” view, which is probably often appropriate,
partucularly when the results are as dramatic as in these studies. Few studies have combined
incentive experiments with validation of data, which is often difficult or even impossible. In
particular, how does data quality differ between those who would (or do) participate without an
incentive and those for whom the incentive makes the difference? To examine this, we might
use respondents' perceptions about the use of incentives as an explanatory variable for some
measures of data quality.
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The only study cited that explicitly explored respondents' attitudes was associated with
the NHIS Youth Risk Behavior Supplement, as cited by Kulka. Kalton and his colleagues used
follow-up cognitive interviews with youths responding to a field test of the survey to discover an
apparently strong link between the incentive and the effort expended in answering questions.
This seems an especially promising methodology for exploring the effects of incentives,
particularly on "special” or hard-to-survey populations.

Monetary incentives arc frequently uscd in diary surveys — such use is even sanctioned
by the Office of Management and Budget. Could a monetary incentive affect the behavior of
interest by a diary keeper? At the recent AAPOR conference, Diane Woodard of Arbitron
(1994) described a series of incentive experiments for respondents in their radio listencrship
survey. One treatment involved a sweepstakes with a $3,000 first prize in addition to the usual
nominal monetary incentive. In this treatment, all radio ratings increased. The post hoc
explanation of this phenomenon was that respondents had increased their radio listening (or at
least their reporting) in the erroneous belief that this would increase their chances of winning the
sweepstakes, Another explanation, of course, is that the sweepstakes respondents were simply
reporting better, although I am inclined to accept Woodard's interpretation.

A strongly held view of many survey researchers is that all respondents should be subject
to exactly the same stimulus, as nearly as this can be controlled by the survey design. Only in
this way can we be confident of the reliability of survey responses. This view has come under
increasing criticism from those who view the structured interview as too restrictive a vehicle for
meaningful exchange of information. For the more traditional view, monetary incentives may
throw a monkey wrench in the works. As Kulka notes, some surveys offer incentives only to
"hard-core” refusals or to those who are expected to be difficult to locate or interview. Even
when the same incentive is offered to all respondents, their reactions to being "paid” for their
time undoubtedly vary considerably. In every survey I've been associated with that offered
incentives, some respondents refused to accept them. Again, it would seem useful to ask
respondents how they feel about the payment, and to examine how responses vary by these
views. Al the heart of the matter, do monetary incentives introduce more variation in respondent
motivation and perception of the survey than otherwise cxists?

Let me now turn to the issue of the relationship between the survey and the respondent.
If we define this relationship in terms of the use of incentives, there seem to be three views of
the nature of the relationship. The first, which I would associate with not using incentives, is
that surveys are a social good, and that participation alone is sufficient reward. Clearly,
government surveys are the most logical candidates for this high-minded view, and there is some
evidence in support of it. The Census Burcau does not use incentives, and yet achieves the
highest response rates in the industry, even setting aside their mandatory surveys.

Those of us in the private sector, however, tend to be fairly pragmatic, if still somewhat
ambivalent, as Kulka reports, about the use of incentives. What claim does Westat or anyone
else outside of the government have on respondents, even if we do often represent the
government? (I note that all of the surveys described in the Ezzati et al paper were conducted by
private contractors.) Even if we have ethical concerns about the faimess of paying respondents
in some surveys but not others, or of paying the "hard-core” but not the compliant, are the
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atmumm]rmnmnm:hw? Is it ethically more appealing to ask again and again, or to fly
in the charming interviewer from Indiana, than to offer a monetary incentive?

. Another view of the relationship between survey and respondent is that of the "social

exchange” that Kulka describes. I would suggest that many who conduct survey research are
most comfortable with this view. | have heard many researchers, some in describing incentive
experiments, say, "The interviewers feel better when they can give the respondent something.”
Mmmmuﬂnynun&:nmmwpmm Each of today's papers had onc
mention of the positive effect of respondent incentives on interviewer behavior. This is anut‘hcr
area that warrants further study.

One of the groundbreaking studies described by Ezzati et al is the pilot test of the
National Household HIV Seroprevalence Survey, conducted by RTI in Dallas. Here, the size of
the incentives offered ($50, $100, $175) seem to go well beyond what would be called for in a
social exchange view of the interview. Respondents were asked in retum for a blood sample and
to complete a brief sexual history questionnaire. However, the context of this survey was
socially charged. Respondents might be fearful of the blood draw in general, but particularly
because it was associated with an AIDS survey. One view of the size of the incentive was that it
was an appropriately attractive exchange for asking respondents to overcome a whole set of
fears,

The third view of monetary incentives in this relationship is that of a business
transaction, or "economic exchange,” as it is described in the Kulka paper -- we are paying the
respondent for his or her time. The implication of this view is that we are participants in an
information marketplace, subject to the principles of supply and demand. In government
household surveys, even those conducted by contractors, most researchers shy away from this
view, and even explicitly deny it. Even some incentive experiments wind up giving all
respondents the same pavment. The survey of allergists cited by Ezzati is an example -
regardless of the incentive treatment, all participating physicians were eventually paid the same
amount,

One is really taking an economic view when one uses disproportionate payments for
different survey respondents, including payment to initial nonresponders but not to compliers.
Here, we pay according to how badly we want the information — truly supply and demand. This
practice is anathemna to some researchers, who cite the ethics of faimess and their distaste for
rewarding noncompliant behavior.

Where monetary incentives have sometimes become a business transaction is, not
surprisingly, in surveys of businesses. The prediction about respondents coming to expect
incentives has probably come to pass for physician surveys, although Kulka notes that some are
still conducted successfully without incentives. Ezzati et al describe the experience of the
Natnonal Hospital Discharge Survey, where hospitals are routinely paid piecework for
completing survey forms. The National Medical Expenditure Survey's Medical Provider Survey
also allowed payment for survey respondents, the amount to be negotiated, but only if requested
by the medical provider. On the other hand, most Federal establishment surveys do not offer
reimbursement on demand or incentives.
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One argument put forward against monetary incentives is that respondents will come to
expect payment, and response rates will be even harder to achieve at a reasonable cost. This is
referred to in the summary of last year's COPAFS symposium as the "slippery slope” argument.
In essence, this argument says that the use of incentives breeds the perception of a survey
marketplace. It seems unlikely that this effect would occur among the general public solely from
Federal surveys. Even with the current rate of surveying, most households are never or rarely
selected for a government survey (excepting the decennial Census, of course). If we are in or to
be in a survey marketplace in this sensc, commercial surveys will have had more to do with that
result, and OMB has no control over their behavior. The "slippery slope” is more likely to refer
to the behavior of survey organizations if we come to rely too routinely on monetary incentives
to achieve our response rate goals.

One noticeable feature of both of these well-prepared and very interesting papers is the
number of experiments that have been conducted around incentives, particularly for Federal
surveys. I suspect that as we in the statistical community continue to explore the complexities of
our relationship with our survey respondents, we will continue to conduct incentive experiments
at an unflagging pace. There is certainly much more to leamn about the effects of incentives on
data quality, and about alternative methods for influencing respondent compliance. .
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Session 7
COMPUTER ASSISTED SUR".'EY INFORMATION COLLECTION




REDESIGNING A QUESTIONNAIRE FOR COMPUTER-ASSISTED DATA
COLLECTION: THE CURRENT POPULATION SURVEY EXPERIENCE

Cathryn Dippo and Anne Polivka
Bureau of Labor Statistics

Kathleen Creighton, Donna Kostanich, and Jennifer Rothgeb
Bureauo of the Census

Over the last decade, there have been two new factors that have significantdy influenced
the design of survey data collection—the computer and the theories and methods of
cognitive psychology. When, in 1986, staffs of the Bureau of Labor Statistics (BLS) and
the Bureau of the Census initiated a process for redesigning the Current Population
Survey (CPS), incorporating these two new factors was made a top priority. In the
paper!, the authors? illustrate how, by concentrating on the cognitive processes of
respondents and interviewers, computer-assisted interviewing was used as a tool for
reducing measurement error.

The following topics are covered in the paper: background material on questionnaire
design and computer-assisted interviewing methodologies, development of the CPS
guestionnaire over the last 50 years and how redesigning the CPS questionnaire for the
21st century has brought together the two new methodologies, using the computer in
evaluating alternative questionnaire designs, examples of the new CPS questionnaire's
design features which aid the cognitive processes of the respondent and interviewer and
are primarily dependent on the use of the computer, the effects of the new questionnaire
and collection procedures on labor force estimates, and a discussion of issues for the

future. g

The Current Population Survey is a monthly survey of approximately 60,000 households.
The CPS survey, conducted for BLS by the Bureau of the Census, is the primary source of
information on the U. S. labor force. Each month BLS analyzes and publishes information
from the CPS, such as the unemployment rate, demographic characteristics of individuals
in the labor force, and the number of hours individuals work. The survey began in 1940
under the auspices of the Works Projects Administration and was called the Monthly
Report of Unemployment. The current CPS questionnaire has remained essentially

! The presentation by Cathryn Dippo at the Seminar on New Directions in Statistical Methodology was
based on a paper currently under review for publication in a refereed journal. Thus, only a brief synopsis

is being published here, along with a detailed bibliography of papers related to the CPS redesign.

? The new CP3S questionnaire is the result of a eam effon which mvolved many sall members from both
BLS and Census. Space does not allow us to recognize everyone. The other members of the BLS-Census
Questionnaire Design and Overlap Analysis Steering Commitees over the years were Chester Bowie,
John Bregger, Shail Butani, Lawrence Cahoon, Kennon Copeland, Harvey Hamel, Elizabeth Martin,
Michael McMahon, Thomas Scopp, Clyde Tucker, Ronald Tucker, and Alan Tupek.
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unchanged since the last major revision in January 1967. With only minor exceptions, the
concepts measured have remained constant since the late 1940's. -

Over its 50+-year history, the CPS has continued to be a model for survey designers. It
was the first national probability sample of households, and many of the statistical methods
for sampling and estimation now considered common practice were originally researched
and implemented in CPS. Two of the six research areas identified in 1986 related to data
collection--computer-assisted interviewing and the guestivnnaire. A Questionnaire Design
Task Force was established to identify the cognitive and conceptual problems in the
existing questionnaire, to suggest possible solutions for identified problems, and to
develop a research plan to design and test a new questionnaire, along with related survey
procedures. A separate task force was established to investigate the potential uses of
computer-assisted interviewing. When a final consolidated research plan was approved in
1988, a major premise of the plan was that all interviews would be conducted using a
computer. Following a period of questionnaire development and extensive testing,
Census began collecting all CPS data using a new fully-automated questionnaire in
January 1994,

The data produced from the CPS are closely-watched by economic farecasters and policy
analysts. Therefore, all changes had to be carefully researched prior to implementation.
By concentrating on facilitating the cognitive processes used by respondents and
interviewers, research on alternative measurement processes resulted in reduced
nonsampling errors. By capitalizing on the power and versatility of the computer, new
research tools were developed to provide the evidence needed to understand the effects of
changes in data collection procedures. We hope that the approach used for developing the
new measurement process for CPS will serve as a model for future survey redesign

projects.

For details on the 8 years of research that went into redesigning the CPS, please consult
the papers listed in the following bibliography.
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AN OVERVIEW OF THE 1992 CENSUS OF AGRICULTURE CATI SYSTEM

Jeanette K. Mon
Bureau of the Census

I. Intreduction

Computer assisted telephone interviewing, or CATI, is an
enumeration methodology in which responses received by telephone
are interactively entered, edited, and coded into data files. The
CATI system adopted by the Bureau of the Census provides call
scheduling management, contains manager search functicns, and
produces various monitoring/progress reports.

Uses of the CATI system can vary from collecting present
indicators for research polling to accepting detailed enumeration
for surveys and/or censuses. Responses can be used to produce skip
patterns and are subjected to consistency and magnitude checks. In
a typical situatien, the interviewer reads the gquestion displayed
on the computer screen to the respondent and records the response
by keying the appropriate entry; then, the computer performs checks
(i.e., validity, comparative), stores the response, and proceeds to
the next question. This process continues until all questions have
been asked.

For the 1552 Census of Agriculture, the CATI system was used
to perform follow-up action for specific nonrespondents. This
paper is intended to provide an overview of the developmental and
processing phases of this system as well as the handling of output
resulting from the 1992 Census of Agriculture -CATI System.

II. Background

In 1873, Census Bureau executives became interested in CATI
after seeing a demonstration by a private research firm. After
several years of research and consultation with other such firms,
universities, and computer vendors, the Bureau tested CATI at the
University of California's CATI eite during the 1578 Current
Population Survey. In the early 1980's, the Census Bureau
established a CATI project. Hardware and software were acquired in
order to construct the Bureau's own CATI system. During the
preject's first year, staff reviewed the design and capabilities of
CATI systems at academic institutions and private firms. Working
with the Berkeley and Michigan Survey Research centers, the staff
prepared basgic requiremente for the Census CATI eyetem. Prom 1982
through 1984, Census conducted CATI research .and development
surveys from a Telephone Bridge Facility set up in Suitland,
Maryland headgquarters. The first major testing of this system was
conducted for followup of nonrespondents in the 1982 National

Survey of Natural and Social Scientists and Engineers, and the 1982
Census of Agriculture.
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The first Census Bureau telephone facility, the Hagerstown
Telephcne Center, (HTC), opened in January 1985. An additional
telephone facility opened in Tucson, Arizona in early 1952.

The census of agriculture is required by lawv under Title 13,
United States Code, section l142(a) and 1951, which states that an
agriculture census be taken in 1979, 1983, and in every fifth year
after 1583, covering the prier year. As previocusly menticned,
Agriculture Division’s initial use of the CATI system in the 1582
Census of Agriculture was part of a test to review the syster as a
viable method of data collection. Agriculture Division (AGR)
selected approximately 10,000 delinguent large farm cases for
enumeration using this system. The follow-up process for the
remaining cases used a clerical unit of operators who called
respondents and manually recorded data on an agriculture report
form. : -

For the 1992 Census of Agriculture, a CATI system was
developed primarily teo address the "large farms" which had not
responded to the mailed questionnaire as in 1582. The reascns for
using the CATI systenm for followup were management efficiency, cost
effectiveness, and availability of the cperation (staff/hardware)
from the decennial census. There were alsc other advantages such
as eliminating the data keying step, promoting a paperless census,
and using CATI’s management capabilities for monitering and
scheduling cases.

III. Overview of the Agriculture CATI System
A. Agriculture Division’s Use of CATI

In addition to large farm followup, the AGR CATI systenm
was used for the Nonresponse Survey and low response county
projects. The Nonresponse Survey involved contacting a sample
of nonrespondents from the main agriculture census. Data
collected for this survey was used to determine the prepertion
of nonresponse cases that are farms and to weight census
totals to account for the nonresponse. In the low response
county project, a sample of nonrespondents in counties that
had neot achieved a 75% respense rate were selected for
contact. The goal of this preoject was to ensure that
published 1952 Census ©f Agriculture data were based on
responses from at least 75% of each county‘’s mailout cases.
In the Nonresponse Survey a different (shorter) version of the
interviewing instrument was used wvhile the low response county
project used the large farm follow-up instrument. Since the
system used for large farm followup provided the groundwork
for these two projects, this paper will deal only with AGR’s
experience with the large farm CATI system.
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System Development

The development of the AGR CATI system was conducted by
a Committee responsible for: writing system specifications;
developing essential system components; administering tests;
coordinating facility schedules; and providing training.
CAT] Committee

The 1992 Census of Agriculture CATI Committee consisted
of 15 knowledgeable individuals from five divisions within the
Census Bureau that are familiar with the various parts eof the
system. Even though much effort went into the brainstorming,
learning, and decisionmaking involved with the development
phase, this group remained functional throughout the
implementation process and, also assisted in the evaluation of
the system. From the onset of the planning phase (August 15,
1951) to the close of the AGR CATI operations (September 30,
1853) several committee personnel changes occurred; however,

in most instances, the strategic persons remained involved in
this task. The Committee consisted of representatives from:

-] ACR to specify the needs for data collection;

-] Economic Programming Division (EPD) to facilitate the
input and output data;

o Field Division (FLD) to implement the operation with
Hagerstown and Tucson staffs;

o Demographic Surveys Division (DSD) to program the QISC
interviewing instrument; and,

o Systems Support Division (SSD) to provide support of
the CATI system.

For the first six months, the Committee held biweekly
meetings to plan the development phase. During this
period, the Committee prepared a flowchart and activity
schedule; identified and assigned the regquired
specifications; and, scheduled the project for testing and
production at the CATI facilities. Attachments A and B
are the processing flowchart and the Committee’s activity
schedule, respectively. After the planning phase, the
Committee divided into workgroups to facilitate the
development of their respective CATI tasks and reconvened
monthly to assure the ongoing progress of each assignment.

During the remainder of 1992, AGR discussed aspects of
the interviewing instrument such as seguence and wording of
guestions, availability and content of referral screens, and
consistency checks between responses. This exchange of ideas
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resulted in additional refinements in the instrument.
CATI Specifications |

As required of all CATI projects, basic system
specifications are necessary from the sponsor to provide the
framework for system development. Such standard

specifications were identified by FLD and SSD committee
memnbers and delegated to appropriate members for development.

Many of these specifications required AGR personnel to go
through a "learning" period prior to development. In some
instances, the concept and format for these documents as
recognized by CATI system personnel were complex and involved
considerable time for one to become knowledgeable enough to
Prepare the regquired documents.

Agriculture Division wrote several other CATI
specifications and procedures to explain issues such as
training, problem solving, and handling other details not
addressed by the basic CATI system specifications. Attachment
C is a list of the CATI specifications.

System Tests

Three tests ware conducted to refine the system for
Production. These tests (September 28 & October 28, 1952 and
January 14, 1993) were generally conducted in the same manner.
Experienced interviewers at the Hagerstown CATI facility
telephoned AGR perscnnel for enumeration. The "mock
respondents" were comprised of AGR staff from several
different areas of responsibility. Some were given scripts of
varying situations (i.e., nonagriculture, refusal, complete)
while others presented their own scenario. The tests checked
for the following items:

o guestions needing rewording and/or additional
clarification;

o appropriate routing of interviewing screens from
guestion to guestion;

(=} correct output coding for case types and responses

(keycoded & nonkeycoded);
o appropriate transfer and installation of files;
o appropriate input file content:
o improvement ideas from interviewers and/or "mock"

respondents; and,
o other aspects within the process requiring attention.

The tests also provided sample output files and status tables
for review, The cutput files were passed on to EPD for
subseguent reformat testing. The status tables were reviewed
for format changes and/or programming errors.
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Training

In addition to the usual CATI system training provided to
interviewers, AGR supplemented the training with a 2-day
intensive instruction course. This course included technical
subject-matter learning, pronunciation of practical
agricultural terms, a short session in unit conversion using
a calculator, practice interviews, and cther exercises needed
for enumeration. Attachment D is the training schedule.

Training materials for the AGR CATI project were written
in FLD’s Training Branch based on information submitted by
AGR. The materials included:

Self Study Guide,

Workbook for Training,

Paired Practice Interviews Booklet,

Final Review Exercises,

Guide for Training CATI Interviewers, and
Evaluaticn of Self Study and Classroom Training.

O0OO0ODODDO

During the .training sessicns, a reference binder of
general information was given to each participant. In view of
the voluminous amount of technical detail involved with the
AGR subject matter, interviewers were instructed to review
this material and use it for assistance as needed. The
contents of this binder included a report form guide,
alphabetic crop listing, unit conversion chart, and glossary
of terms.

Input File Preparatjon

Each state was processed as a separate file/survey. EPD
was responsible for the creation of forty-nine state files to
install at the CATI facilities. (Hawaii cases were called in
Jeffersonville because of the unigue nature eof their
products.) These files consisted of cases not received in the

1992 Census of Agriculture universe which were preidentified
as a "large farm."®

Each state file was then processed in directory
assistance (DA) subunits at the CATI facilities to obtain
missing telephone numbers and correct inconsistent area
code/telephone number combinations. At the beginning of the
CATI process, the cases which did not yield a “good" telephone
nunber from the DA subunit were left in the state input file
for appropriate ocutput coding and to facilitate accounting of
all cases in the output file. However, this procedure was
modified during the first wave by assigning these cases the
appropriate ceding upon file installation and omitting thenm

from the calling que.
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In addition to correcting the state files for missing
telephone numbers or inconsistent area code/telephone number
combinations, the files were updated to reflect mail returns
received after the creation of each preliminary state file.
EPD produced a file of satisfied Census File Numbers or CFNs
(i.e., mail-ins, other resolved). They updated this "alert"
file daily for use in amending the respective state CATI file
by removing satisfied cases from the calling que. This
amendment process was conducted one day prior to interviewing
and continued daily until state closeout.

CATI Preocessing
Large Farm CAT] Schedule for 1993

In order for the entire large farm CATI follow-up process
to run efficiently, AGR coordinated with EPD, FLD and SSD to
develop a schedule that notified each division of their timely
interaction within the process. Attachment E is the schedule
showing state workloads and respective dates for each step of
processing. The schedule was broken down into 5 waves with
approximately 10 states in each wave. States were listed in
priority order according to other AGR processing dates. FLD,

together with AGR, divided the states between the two
telephone centers (Tucson and Hagerstown).

AGR decided to have one state file installed at each site
to test the system before installing all of wave l--Delaware
was installed at Hagerstown and Oregen was installed at
Tuecson. Interviewing began at Hagerstown and Tucson on
February 22 and March 8, respectively. As interviewing
progressed, FLD installed the remaining state files in both
waves 1 and 2 to allow a backlog of available states to call.
As the CATI sites ran low on availlable cases, CATI site
managers notified FLD and AGR to approve installation of other
states/waves, In May, for instance, Tucson reguested more
cases in the Pacific time zone to accommodate interviewers who
worked late. Consegquently, California and Alaska became wave
34, Wave 4 was also divided inte two waves--4 and 4A.

Approximately five weeks were allotted for the
interviewing process. As the CATI interviewing progressed, it
became necessary to extend some states’ closeout dates so that
the interviewing process for other states started later than
originally scheduled. When this was done, the dates for EPD
and Secondary Source Unit (SSU) processing were changed
accordingly.

CATI interviewing stopped one day prior to CATI closeocut
to allow for instrument/output file manipulation. The output
files were sent to EPD for reformatting which regquired three
days before sending the files to SSU in Jeffersonville. The
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SSU needed about 13 days to resolve these cases, i.e.,
determine whether or not they were in the scope of ‘the
agriculture census. All in-scope cases were then merged with
general census processing while out-cf-scope cases were coded
as such and ne further processing was needed.

This schedule was instrumental in keeping all aspects of
the processing on track and meeting the goal to complete the
entire CATI process by October 1. The CATI sites closed ocut
all states by September 12; and, EPD and SSU processing were
completed by September 22.

Field pivision Support
During the CATI operations, feedback on problems related
to the interviewing pProcess, subject matter, or

operational/system efficiency, was relayed from FLD to AGR by
the Field Division liaison and resclved, in most cases, via
the electronic mail system or telephone. For example, in the
beginning of the operation, interviewers guestioned whether
crops grown in years prior to 1992 but sold in 1992 should be
included as 1992 sales. The FLD liaison referred this concern
te AGR. AGR personnel informed the FLD liaison that these
sales should be included in 1992 sales totals. This was later
reiterated in a "briefing note" or bulletin and distributed to
supervisors at both CATI sites. -

As with any problem posed to AGR, after finding a
solution, AGR periodically prepared a briefing note to
document/clarify changes to the interviewing or operating
process. These changes were discussed at the pre-shift
meetings at both CATI sites to keep the interviewers up~-to-
date on the CATI process. Attachment F is an exazple of a
briefing note.

These notes were essential for transferring information
between AGR and FLD at headguarters as well as supervisors and
interviewers at the CATI sites. They were also helpful in
accounting and documenting each problem’s resclution.

biect u

To keep members of AGR abreast of CATI status, a "CATI
Newsletter" was developed and sent out about every six weeks
from March 1952 to January 1993. The newsletter was written
by AGR committee members and was distributed to Agriculture
Division’s Chief, Assistant Division Chiefs, and Branch
Chiefs. These newsletters contained information such as
status of specifications development; current CATI issues;
and, schedules for CATI testing, training, and production. 1In
response to these newsletters, division personnel were able to
comment on the CATI process at hand.
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Also, AGR analysts made several site visits to the
telephone facilities throughout the AGR CATI cperation--from
initial testing to closecut--to cbserve the process, monitor
interviews, answer technical questions, collect improvement
ideas from facility personnel, as wel.l as identify and resolve
any instrument and/or processing prcolems. For example, prior
to live interviewing, staff visited the facilities to monitor
three tests and to conduct initial training on the Research
Operation. Site visits were also scheduled at the start of
interviewing at both the Hagerstown and Tucson sites. After
this initial "getting started" stage, AGR scheduled site
visits about once a month--usually at the start of a new wave
cf states or at clesecut.

x :

Monitoring was an important part of the CATI process.
While site visits provided a method for AGR to monitor the
flow of facility processing and handling of technical
information, CATI management was responsible for monitoring
the guality of the interviewing process. Also, AGR received
system-generated reports that provided up-to-date workload
status for monitering CATI progress.

To monitor the quality of the interview, the CATI system
contains a built-in network which allows supervisors or
analysts to listen to an interview on the telephone while
simultaneously viewing the computer screen to see how the
information is recorded by the interviewer. The facilities
maintain specific standards for such monitoring. During
initial monitoring (the first three months interviewers are on
the job), about 10% of an interviewer’s interviewing time each
month are monitored. After that, (eystematic monitering)
supervisors monitor at least 2.5% of each interviewer’s active
interviewing time as well as any "special needs" monitoring.
In half-hour monitoring sessions, supervisors were able to
unobtrusively ocbserve interviewers to identify their strengths
and weaknesses. The supervisor would complete a monitoring
report each time an interviewer was monitored and provide
feedback to the interviewer.

FLD staff sent pericdic monitoring reports to AGR via the
electronic mail system. At each CATI site and for each wave
cf the survey, these reports showed: average number of
interviewers; number of login hours; and number of
monitering sessions. In the early stages of interviewing,
these reports indicated areas where monitoring was inadeguate
and notice was given to the facility to increase monitoring.
At the end of the survey, a final report was received from FLD
which included the overall monitoring rate. Attachment 6 is
a copy of this final report.
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day during processing, AGR received two system-
generated reports reflecting the previous day’s work for each
active state--a Sample Status Report and an Interviewer

Ferformance Report.

Attachment H is an example of a Sample Status Report.
Each day AGR extracted and recorded pertinent totals from
active state reports such as numbers of cases classified as
in-scope, out-of-scope, and remaining active. Cumulative
numbers were also extracted and recorded for the following
case types: resolved; mail receipts; duplicates; secondary
source; and, refused. ;

Attachment I is an example of an Interviewer Performance
Report. This report showed each individual interviewer’s call
attempts categorized by outcome code and summarized all call
attempts by interviewers excluding/including supervisors and
managers. Each day AGR extracted from active state reports
and recorded data for: number of interviewers used; login
hours; and minutes of in-scope calls. At cleoseout, AGR
received a cumulative interviewer’s report for the entire
period of the survey (i.e., Monday, March 22, 1993 - Sunday,
May 2, 1993).

The extracted data from these reports was used in
developing several spreadsheets, such as:

-] CATI PROGRESS REPORT - A separate spreadsheet for each
state (survey) showing the daily progress. For each
state report, data is given for each active
interviewing day plus state totals.

o LARCE FARM CATI WORKLOAD - A spreadsheet of sll states
at both telephone facilities by wave/state showing
workload totals. The totals are shown for each
telephone facility as well as for the U.S.

o CATI INTERVIEWER REPORT - A spreadsheet for each month
showing active states (surveys) and giving the daily -
counts of interviewers working, legin hours, and
completed interviews for in-scope cases. These
monthly reports helped to verify telephone company
monthly charges.

Research Operation

When a respondent indicated that they received multiple
forms under different names or CFNs for the same operaticn,
the interview was handled as a "possible duplicate". The
Research oOperation was Sset up at both CATI Tracilities to
review and/or verify the possible duplicate situations. This
involved EPD support in acgquiring access to various
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agriculture databases for both CATI sites. In view of the

.security risk, CATI personnel. were granted "read only"
capability when accessing the AGR Research Menu network
routines.

By accessing the "name & address" and "check-in"
databases, trained CATI researchers were able to search for
duplicate entries in the mail list and verify receipt of the
duplicate report forms as needed. The training materials for
this operation were developed by AGR analysts and regquired AGR
personnel to conduct agriculture-specific training at both
facilities due to FLD's unfamiliarity with this subject.

The benefits of this operation provided notable strides
toward customer service as well as improved processing. In
contrast to the spontaneous handling of possible duplicate
situations in 19%2, in 1987 these cases were referred to
clerical reviewers after the conversation was ended; and, in
cases where subsequent research indicated that an interview
was still needed, the respondent was recontacted. The utility
of the 1992 operation was invaluable since it resulted in the
identification of about 12,000-18,000 duplicates on the AGR
mail list and prevented callbacks to an estimated egual number
of possible duplicate cases which were unverified by the
researcher.

"Claims filed" cases, or sltuations in which <the
respondent claimed that they had already mailed their
gquestionnaire, were not routed to the Research Operaticn since
the alert file was updated daily and any mail returns were
deleted from the calling que. In these cases, the interviewer
prompted the respondent to complete the interview knowing that
the form had not been received.

Other Production Processing -

Several other details were handled during the CATI
interviewing process. For example, specific procedures were
established to process "send form" and "Title 13" requests.
All other situations which were not predesignated in training
were handled as "supervisor referrals."

"Send form" cases, in which the respondent would not
agree to be interviewed by telephone but reguested a form be
sent for completion and mailing, were coded as such and
systematically set for a callback 10 days later. The CATI
supervisors would check the system daily to pick up all cases
with send-form coding and refer them to AGR for form mailing.
If the report form was received within 10 days, the CFN was
automatically coded as resolved and deleted from the CATI
calling gque via the daily alert system. Otherwise, CATI
interviewers would recontact the respondent to complete the
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interview by telephone.

Scme respondents reguested a copy of the Census Law
(Title 13 of the United States Code) that reguires them to
respond. Again, the interviewer was directed to relay this
information to the supervisor who conseguently notified AGR
of these cases on a daily basis.

CATI Output/Results

The results of the CATI attempts were transmitted to
Eronomiec Programming Division (EPD) in the form of four files:

o Answer file - interviewer coding including respondent
data and/or interviewer remarks for resclved cases;

o F7 file - interviewer remarks made during the
interviewing process for resolved cases;

-] Historv file - "snapshot" of installed cases showing
each time accessed; and, 1

o Case Master file - system management information for
each installed case.

Every interviewing day, an Answer and F7 file for sach active
state were transmitted to EPD for their subsequent
reformatting. At each state’s closeocut, a cumulative
version of all four files was transmitted to EPD. EPD was
responsible for assuring the receipt of these files and
subsegquent processing for merging these files into the

1592 Census of Agriculture cperations.

pai) :

The daily state answer files were the source of in—-scope
and out-ocf-scope records.

For in-scope records, besides the answers collected
which referred to the farm unit, some data items were created
based on interviewer responses to reflect:

o CATI processing codes,

o flag indicators of "zero" or "none" responses for
specific items,

o summing of wvalid duplicate items,

o geographie changes, and,

o section indicators.

In addition, these in-scope records were used to update
various AGR databases. Whenever there were verbatim responses
made during the interview (i.e., "other" crops/livesteock not
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listed, state or county changes, etc.), they were retrieved
and loaded onto the "notes" database for analyst review. A
check-in status code indicating "CATI satisfied" was assigned
to each record in the "check-in" database. Corrections, if
any, in the name, address, and/or telephcne number fields were
carried to the "name & address" database.

Out-cf-scope records identified in the daily answer files
were updated in the check-in database by assigning the
appropriate status code.

Confirmed refusal cases were also included in the daily
answer files to make these cases available for the next
processing step (Secondary Source Unit), and, to alleviate
storage space in the respective state’s active case file.
However, in all states, the confirmed refusal cases were
processed by EPD from the cumulative state answer file.

The daily F7 files, which consisted of auxiliary notes
made by the interviewer during the interview, were reformatted
and loaded onto the notes database to provide analysts with
supplemental information for in-scope cases.

Closeout Processing

The closecut answer file was cumulative and provided a
single source of confirmed refusals and other unresolved cases
reguiring SSU processing. Cases routed to 55U were identified
by specific final code. Attachment J is a list of these case
types and the respective final codes.

Similar to the reformatting of in-scope records,
interviewer comments, if any, and processing data items were
created for each SSU case and forwarded to the Jeffersonville
facility for assistance in determining the resolution.

er 0Qu

The history file consisted of one record for each time a
case was accessed. This file was transmitted to EPD at the
closeout of each state survey. A separate history record was
created for each case to show all the calls that were made as
well as other actions where calls were not made {such as, when
one "guits out" of a case before dialing). This file was
routinely used by facility management to track the progression
of a particular case. From this file, AGR manipulated
information using SAS software to produce tables and graphs
for management analysis. See Attachments K through N for
examples of AGR charts produced from various history files.
These state history filec are in storage for potential studies
at a later date.
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A case master file was also transmitted to EPD at the
closeout of each state survey. This file consisted of one
record per case which contained essential information for that
case for case-management purposes, Information in the case
master file was always kept current=-former values of
variables were not retained. CATI facility personnel usually
accessed this file as a convenient source for specific case
details. For the purpose of analyzing the system, data from
this file could be used for reviewing number of call attempts
for specific outcomes, callback time preferences, and so on.
Since AGR’s plans for CATI evaluations are not complete at
this time, these state case master files are being stored for
pessible later use.

Summary of Agriculture CATI System Results

Final Case Accounting

Of the 152,815 cases installed for CATI resclution,
57,708 cases (37.8%) were enumerated as in the scope of the
agriculture census while 15,148 (9.9%) were out=-of=-scope.
Through research, 4,924 cases (3.2%) were determined to be
duplicates of satisfied cases. After CATI file installatioen,
29,312 cases (19.2%) were omitted from the interviewing
process as they were received in the mail. A total of 45,723
unresoclved cases (29.9%), including 3,188 confirmed refusals,
were routed to SSU for additional processing.

The results of the 1992 large farm CATI followup with
comparative statistics from the 1987 nonCATI operation are
shown in Attachment ©, Table 1, Results of the 1952 and 1987
Delingquent Large Farm Followup.

When comparing the results of the 1987 clerical and 1992
CATI cperations, ene notices the higher in-scope rate (+5.2%)
and slightly lower out-of-scope rate (-1.3%) in 19%2. In beth
operations, a large number of cases were unresclved reguiring
SS5U processing. These SSU cases (29.9% in 1992 and 31.7% in
19E87) include respondent-contacted gituations (i.e.,
insufficient partial interviews, refusals, callbacks) as well
as noncontact cases (i.e., busy, no answer, never tried).
Since the level of mail receipts is independent of operation
type (nonCATI or CATI), these numbers only reflect the timely
creation of the input call file prior to the telephoning
process.

Another observation which is evident upon review is the
difference in processing claims filed and possible duplicate
situations. As mentioned previcusly, in 1952 these cases
received spontaneous handling versus 1987's procedure to
discontinue the telephone call, perform research, and, if
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necessary, recontact the respondent. Claims filed cases
resulted in prompting for an interview in 1992 (since the
calling que was updated daily by the alert file). FPossible’
duplicate cases were verified by the Research Operation and
appropriate action was taken.

The different environments provided by the 1992 and 1587
systems make it difficult to conclude whether operation type
is responsible for the resulting differences. Diessimilar
management philoscphies, physical locations/office set up, and
experience level of interviewers are some factors which
inhibit any attempt to denote collection methodology as the
Single reason for varying results.

Cost Analysis

The cost of the 1992 delinquent large farm followup
amounted to almost $2.1 million or $13.56 per case. This
amount included staffing for supervision/interviewing,
system development (excluding AGR analysts), communications,
equipment, and general administrative support.

Attachment P, Table 2, shows data for comparing the cost
of the 1992 and 1987 delinguent large farm follow-up
operations. When the 1987 operation cost is adjusted to show
1993 dollars, the 1992 CATI system cost savings is $2.17 or
13.8% less per case than the 1987 nonCATI cperation. The
overall cost of the 1992 CATI followup shows an approximate
increase in expenses of $146,000 or 7.6% more than the 1987
nonCATI followup.

It would be misleading to use these statistics to make
any ecenclusiens concerning cost savings between the two
cperations. The expenses shown in Table 2 are actual charges
made to the respective projects. Costs for general staff time
(AGR and other), gquestionnaire design, use of previcusly
procured hardware, and communication expenses covered by
blanket costs are some of the factors which need to be
addressed in making a system comparison. 1In addition, there
are operational differences (i.e.,  quality @recontrel,
supervisor/interviewer ratio) and post-interview processing
(i.e., data entry needs, file reformatting) which should be
addressed to gauge the benefits of each operation’s yield
versus cost.

Evaluation of the Agriculture CATI System

Reactions to the CATI system are necessary for the proper

assessment of the operation. They provide valupble input towards
building future CATI systems. To develop an improved efficient
data collection system, AGR reguested feedback from various persons
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involved with the 1952 CATI operation.

A.

Feedback from CATI Committee/Site Staff

After interviewing concluded, the CATI Committee was
asked to submit any ideas or comments on the entire CATI
developmental and operational process. In general, the
suggestions consisted of need for: 1) more lead time for
gystem development; 2) additional in-depth testing; 3)
periodic retraining for interviewers during the process; 4)
tracking of file transmissions; and, 5) prompt downlocading of
closed out state files.

In conjunction with AGR, FLD held five debriefing
sessions at both CATI sites. These open forum meetings were
conducted by the FLD liaison with AGR perscnnel present to
answer questions and monitor delivery of the presentation.

To gather feedback for all three AGR CATI projects (i.e.,
large farm, nonresponse, low response counties), general
guestions as well as separate questions pertaining to the
specific project were asked. The time set for these sessions
was such that the majority of the states/surveys were closed
out or approaching cleose-out. Large farm interviewing
officially ended on September 12. Nonresponse and low
respenee county projects closaed out on August 20 and September

30 respectively.

The three debriefing sessions at the Tucson CATI facility
were held on August 31 (10:00 AM and 2:00 FM) and September 1
(10:00 AM). MNine people attended the first morning session
and eight people attended each of the other two sessions. In
Hagerstown, two sessions were held on September % with nine
attendees at 10:00 AM and seven attendees at 2:00 PM.

All personnel invelved with the CATI operation
(interviewers, supervisors, directory assistance callers,
researchers, on-site analysts) were given an opportunity to
complete the handout of gquestions (Attachment Q). However,
a sample of these persons were invited to attend the
debriefing sessions for extended discussions on the AGR CATI
cperation.

Overall, the =sessions Yyielded many constructive
suggestions for improving the system. The majority of
probleme cited were repeated in each of the sessions. R
detailed summary of the responses and comments were
consolidated intc the 1992 Census of Agriculture Mapual for
reference. Such documentation will be useful to AGR in
prospective CATI systems.
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B. Evaluation Documentatien

As traditionally conducted for the majority of census
processing systems, AGR staff is currently documenting the
CATI process in an evaluation paper. This paper will include:
1) system development and processing details; 2) CATI merge
processing; and, 3) 1992 CATI versus 1587 nonCATI data review.
Aspects of CATI recognized by CATI Committee membere, CATI
site staff, and AGR subject matter analysts as requiring
"enhancements" or additicnal address are alsoc noted in this
syncpsis for improvement of future AGR CATI systenms.

Other CATI-asscociated studies in AGR are underway as
well. A 1997 Census of Agriculture planning team has been
formed to establish criteria for a CATI system for the next
census based on review of CATI wversus nonCATI data in the
1992 census. For example, this team has solicited feedback
from AGR subject matter analysts to isclate problematic data
items in CATI cases. Subsequently, the team will create and
evaluate tallies of these suespect items for CATI and nonCATI
records to verify their source.

o CASIC Presentation

After the AGR CATI operations concluded in September
1993, AGR presented a brief overview to the Computer Assisted
Survey Information Ceollectlon (CASIC) group. This group at
the Census Bureau is dedicated to the automation of data
collection through computerized technologies. In view of the
fact that CATI is undergoing "redesign" in the Bureau to
produce a centralized computer assisted data entry system
across three sites (present facilities: Hagerstown and Tucson;.
new third site: Jeffersonville, IN.), and that the 1992 Census
of Agriculture was the largest single project to use the CATI
system, CASIC requested feedback from AGR to identify system
strengths and weaknesses. Many of the comments submitted to
CASIC are also included in this paper.

VI. Suggestions for Future Agriculture CATI Systems

Based on the success of the 1992 AGR CATI System, especially
the processing phase, it is my opinien that CATI can be an
efficient tool for follow=-up data collection. Considering the 15%2
incurred cost, beneficial automated features, paperless reporting,
and installation of the Research Operation, this system is a viable
method of enumeration. However, AGR’s large scale encounter with
this processing technology has lent itself to many improvement
ldeas.

As a result of this experience with CATI, the following are
suggestions for enhancing prospective AGR CATI systems:
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Developmental Recommendations

o

Learn the CATI system to become aware of its potential.
Sponsors should be knowledgeable of the capabilities
to maximize its use and deal with system shortcomings
properly for other processing cocordinatien.

Allow adeguate time for testing. If possible, mock
respondents not associated with the survey should be

used in the tests.

Processing Recommendations

-]

Search for continual improvement ideas during
processing. For example, review of case management
files could peossibly show significant "trends" toward
gpecific callback times. In this case, interviewer
gcheduling should be adjusted accordingly.

Acknowledge retraining needs. Even though AGR training
was perceived to be complete, several interviewers
indicated in the debriefing sessions that they had
additional guestions and/or situations reguiring
reverification after initial interviewing.

Acquire on-site support staff for communications
problems. Operations can be severely hampered
awaiting personnel from headguarters to address
problems.

Systems Recommendations

=]

Allow for customized output answer files. Files with
etandardized CATI output pose inefficient
storage/handling situations when only a portion of the
data is needed.

Allow for customized progress reporting. System
generated reports are primarily used by facility
management and are difficult for sponsors to use.

Develop interviewer paths for various situations.

Allow for regional crops/livestock, basic information
collection for reluctant respondents, and easy=-skip
pathe for respondents indicating invelvement with few
commodities.

Permit sponsor "read conly" access to CATI management
system. Since full access can be a security problem
"read only" capabilities would allow the sponsor to
make spontaneous status checks, track specific case
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responses, etc. without FLD intervention.

o Automate system file transmissions. Routing of input
and output files was manually monitored reguiring much
attention for operations consisting of numerous
files/surveys.

o Explore hardware/software for CATI aﬁhancements such as
automated dialing to. prevent misdialing, instrument
software to allow for word processing capabilities,
etec.

VII. Conclusion

Due to the use of the CATI system, improvements in this
census’ followup of delinquent large farms are apparent in the
production phase regarding more interactive features and in
eliminating subsequent processes.

Recognizing the long-term goals of the Bureau to use the
latest technologies for more efficient and productive systems, CATI
has offered several improved features over the 1987 Census of
Agriculture clerical follow-up unit. Most notable of these are the
systematic call scheduler, management research capabilities, and
automated status report generation. In addition, other attributes
yielded by CATI usage are savings from eliminating a separate data
keying phase, omitting the need for paper guestionnaires and their
handling/storage, and providing better customer service through
spontaneous research of possible duplicate cases reguiring fewer
recontacts.

Comparing the CATI to nonCATI follow-up operations is
difficult. As mentioned in Section IV, part B, Cost Analysis,
incurred costs are an unfair indicator of cost savings between 1992
CATI and 1987 nonCATI since savings and production efficiencies are
not considered. Also, to conclude that any data disparity is a
result of the collection methodology would be a misinterpretation
in view of cperational differences. Because of these factors which
make comparison of CATI versus nonCATI Bystems wvery complex, AGR
will be cauticus in drawing conclusions--other than the realized
progress achieved in process automation and better service to the
respondent.

Aside from the deficiencies in comparing CATI and nonCATI
operations for conclusive statements, AGR plans to review CATI-
originated data with nonCcATI data in the 1992 Census of Agriculture
by examining the level of edited and/or imputed statistics. Rather
than conclude that the operation source is the cause of any
differences, the 1997 Censue of Agriculture CASIC planning team
will use these comparisons to detect dissimilarities in the data
capture (i.e., wording and/or seguence of guestions).
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In summary, the 1952 Census of Agriculture CATI System was
" successful in terms of completing the follow-up phase in an
efficient and timely manner. The automated features including the
custonized Research Operation provided many enhancements over the
1987 clerical cperation. AGR hopes to build upon their experience
with this initial system and use CATI in the 1997 Census.
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Sample Status Report (sample)

Interviewer Performance Report (sample)

List of SSU Designated Case Type by Final Code

Agriculture charts/graphs from history record data

Table 1, Results of the 1992 & 1987 Delinguent Large Farm

Followup

Table 2, Cost Comparison of the 1992 and 1987 Large Farm

Fellowup

Telephone Center Debriefing Handout
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Revised 3/2/52
CATI COMMITTEE SCHEDULE

Activity Start Complete Responsible
Date Date Person/Div
1. QISC Specs 9/91 3/92 Battle/King
Mon
Modifications 11/91 B/92 DSD/AGR
2. Testing
a. QISC 3/92 8/92 Battle/King/
Mon/DSD
b. Transmissien '
to/from EPD 6/92 1/93 FLD/SSD/AGR/
EFD
c. Complete
system (Pretest) B/952 B/92 AGR/FLD/SSD/
DSD
d. State test 2/93 2/93 AGR/FLD/SSD/
EFD/DSD
3. Other Specifications 2/92 12/92 AGR/F1LD/SED/
EPD/DED
4. Training Package/ ;
Personnel 6/92 2/93 AGR/FLD
5. Implementation of
System 3/93 8/93 FLD/AGR/SSD/
EPD
€. Evaluation 9793 5/94 Committee
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Attachment C
1952 AGRICULTURE CENSUS CATI SPECIFICATIONS

Manual Number = ZTitle (explanation)

S2EAG-A-MC-10-E~-04 CATI Specs for Large Delinguent Telephone
Fellowup (QISC programming specs for
middle of interview--secticns 1-31 of
report form--designating outcome codes)

92EAG-A-MC-10-E-06 CATI Input Fille Specs (components and
layout of the input file)

92EAG-A-MC-10-E-08 Valid Crop Listing for CATI QISC Specs
(listing valid crops for each state)

S2EAG-A-MC-10-E-10 CATI Assessor Specs (assignment of
agendum and final codes which designate
the next action)

92EAG-A-MC-10-E=12 CATI Front/Back for Delinguent Large Farm
Followup (QISC programming specs for
intreduction and clesing portions of the
interview designating outcome codes)

S2EAG=A=MC=10=E=13 CATI Test File Specs (input file epecs
for testing)

S2EAG-A-MC-10-E-14 CATI Closeocut Specs (assignment of final,
outcome and agendum codes which designate
vhether sufficient partial or secondary
source processing)

S2EAG-A-MC-10-E-15 CATI Parameter Specs (a consclidation of
several specs for a file used tc pass
individual survey info to the CATI systen
and specifies other file management
requirements) :

S2EAG=-A-MC=-10-E-19 CATI Responses to Commonly Asked
Questions (shift F2 option available to
interviewers during interview)

S2EAG-A-MC-10-E-22 Research Operation for Large Farm CATI
(instructions for accessing AGR database
to verify "claims filed™ or "duplicate"
situations)

S2EAG-A-MC-10-E-23 Special Instructions for CATI Supervisors
{supervisor duties regarding the research
operation and certain agendums, i.e.,
refusals, language barrier, ete.)
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S2EAG-A-MC-10-E-24

S2EAG=A=MC=10=E=30

S2EAG=-A=-MC=-10=E=31

S2EAG=A-MC=-10-E-38

S2ZEAG-A-MC-10-E-40

S2EAG-A-MC=10=-E=41

92EAG-A-MC-10-E-42

S2EAG-A-MC=-10=-E=413

S2EAG-A-MC-10=-E=44

S2EAG-A-MC-10-E-45

Attachment C (cont’d)
Page 2

CATI Output Reformatting Specs (info
concerning the raw CATI answer file and
needed reformatting/data manipulation)

CATI Calltimes Speces (setting times and
daye for making calls)

Large Farm CATI Schedule for 1991
(dates set for each step of processing)

Selection of BSecondary Source Cases
(specs for creating BSU file)

Change in CATI Interviewing Process for
Acres (K787)

CATI Workbeook for Training
(interviewver training)

CATI Self Study for Interviewers
(part of interviewer training)

CATI Final Review Exercise
(part of interviewer training)

Large Farm CATI Briefing Notes (notes to
supervisors/interviewers instructing how
to handle particular situations)

Large Farm CATI Newsletters (information

to keep AGR staff abreast of what was
happening regarding AGR CATI)
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Chapter

Chapter

Chapter

Chapter

Chapter

Chapter

Chapter

Chapter

A

E a1 T S -

Bcheadule of Training

Teopie
Introduction to the
1992 Census of Agriculture

Using the Agriculture
Census Reference Materials

Break
Farm Operations
Braak

Walk=through Training
Interview

Concepts and Procedures

Two Paired Practice
Intervievs

Another Walk-through
Interview

Break

wii
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Estinated
Langth

1/2 hr.
1 hr.

1/4 hr.
1 1/2 hrs.
i1/4 hr.

3/4 hrs.
3/4 hrs.

11/4 hrs.

11/4 hrs.

i1/4 hr.

Total
Elapsad

Time

1/2

1/2 hrs

3/4
1/4
1/2

1/4

i/4

1/4

irz

hrs




Pay 2 (coptinued)
Chapter Topic
Chapter H Additional Concepts and

Chapter I

Chapter J

Frocsduras

Break

Two Paired Practice
Intervievs

Break

Final Review Exercise

viii
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Attactment D (cont'd)

Estimated

Langth

3/4 hr. 2

1/4 hr. 2
1 1/4 hrs. 3

1/4 hr.

3/4 hr. ]

Total
Elapsed
Time

i/4 bkrs.

1/2 hrs.

3/4 hrs.
4 hrs.

3/4 hrs.

w
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1!52 Census ©f Agriculture CATI Eysten

Large Farm Followup Briefing Note #5 - March 16, 1993

Thank you for your continued afforts in our data =ni1-:tinh phase!
Please note the following points:

If the respondent indicates he/she bhas grapes, please
read "grape vines"™ instead of "grape trees"™ as shown on
the screan. (This will be corrected ASAP.)

If respondent indicates he has peppermint, sslect "mint
for o0il" in section 2 er 7. They ars tha same.

. Only call the Research Operator when there is an actual

duplicate situation (duplicate forms received for one
eperation vith DIFFERENT names and/or CFNs). Remamber to
read the second sentence on the >multiforms< screen and
the >claimsfilec screen before accepting a response.

When "READ LISTING" appears on tha scresean, read the
entire list.

When "READ, IF NECESSARY" appears, You =may use
information previously given in the interview to decide
if you need to read the entire list. For instance, in §%
the letter "P" appears next to the crops produced so you
want to probe for those particular items and then ask
®"Any others?" (it may not be necessary to read the entire
list). If in doubt, read the antire list.

The Shift F1 option brings up the >info-ref< screen which
gives you the name and full address of the respondent.
This option is useful for the interviewer in f£illing ocut
the top pertion of the wvorkshest when ressar is
unavailable.

After getting into the middle of the interview (beginning
with 51), the Shift Fi1 >info-ref< screen will also give
you the option "C" to change the respondent.

Any CFNs reported as duplicates on the >check< screesn
will be displayed on the >research< screen. If the CFN
is displayed, MOVE THE CURSOR by pressing eantar to gat to
where you indicate whether the dup wvas found. DO NOT
type in anything else on the line where the cursor first
appears, unless there was no CFN displayed and you need
to anter a €FN found by the Research Operator.

On the >hello-2< screen, if you enter "l1" (deceased &
sold farm) you ge to the >intro-bh< scraen wvhers you
should enter "8" (scld farm). The next question asks if
operated during any part of 1552-=1f yes, the interview
continues; if no, the interview ends.
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Belovw f£ind the regquested Ag monitoring data as of September 25:

Hagerstown:

Ave. # Intvrs. Login Hours Mon. sessions Mon. rate

wave 1 88 5757 311 5.4
Wave 2 73 4524 2136 5.2
Wave 3 146 9550 269 2.8
wave 4 & 5 73 144240 375 2.6
Wave 5 198 3538 204 5.8

+ these login hours include an underestimated amount of 14.7 for
state 74

Tucsen:

Ave. f# Intvrs. Login Hours Mon. sessions Mon. rate

Wave 1 107 $283 144 1.55
Wave 2 122 4176 71 1.7
Wave 3 153 1!2!1I 440 3.6
Wave 4 141 P094 335 3.7
Wave S 23 7200 243 3.4

orc has included AG Model Drop in their counts.
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poOooOOCOODCoOODODOO0DDDeEREEE @ ©

0ot o 0 000 0 po*1 0FZ 00°1 ZSkl 0Q0°1 Z99I ez-1) gl IFTRUTT
000 0 ('] 00 e 0 (TR TN Qe0'o o (00Z-9I1

“piI-508°COI-C*¥C-LE QZ 9N * 1 1) WIHLO

0 0 00°0 0 000 0 000 0 000 0 W=t 440103 LNO38OTD
" 0 00°0 0 000 1 £0°0 0% €0'0 1§ T JLV04N NENLIW IV
a 0 00"t 0 00°0 0 000 0 00'0 0 (&C) Q3T dN02NN/ 83114 SHIVID
a 0 00°0 0 00*0 i zo'o 2z 100 EL 19Z) 440003 HOWV3S
0 0 00"0 0 00°0 | TR Rl 10°0 £1 (sZ) WENIIM OIMNIEN0D
a o 00*8 0 000 0 00'0 @ a0'o 0 T%1] Q31744NE HIBWAN TVILINI DN
a o o0'e 0 EL*0 IEI W00 01 %10 1% iEZ) IvE WOMd QINMvET) INILEIT OM
0 o 000 0 000 | 100 41 100 9l Zz) ¥3EUAN 03IHE1TENDNN
Q 0 000 0 000 0 00'0 0 00'0 0 (12} NITWNVE FIVAINYT 3181 LEIANDINA
] 0 000 0 00°0 0 TR R 1000 11 11 FITANILNINON WIHLD
8 o a0"e 0 00'0 O 00'0 L 00°0 i (W1 IVHEI4IE OM/TE MOLVEILD 3708
0 o 00"8 0 00°0 O 00°0 @ 00"0 0 (1) IWeE343M ON/OIADH WOLVEILD 3708
0 o 00°8 0 00'0 | 10°a %1 10°0 41 T3l Wuv4d 0108
[} /] o0"e 0 000 o €00 ¢ £0°0 5S¢ (wl) ¥ 01 = FHALWNITHIVMON
a 0 000 0 10°0 Z £0°0 14 ¥0°0 EL i FUNLINI T HIVNON
0 0 000 0 Z0°0 ¥ Zo'o 92 Z0'0 OC 1z ATND GHOMNY
0 0 0070 0 00°0 0 00°0 € 00°0 £ T ST CEPECM L TLE CERED]
0 0 00'0 0 00°0 0 00°0 0 o000 0 ta) WOl13130 3AWLO
0 /] 000 O o0 o ¥ €00 B¢ £0°0 &4 9 Wi Jnd/MEDd @370V
0 0 00'0 0 0°0 ¥ ¥0°0 19 O D 59 (e N4) INVE/HEDE GITVIVH
0 0 000 0 co'o ¢ 200 i 0°0 Coi 19 £ 34AL VILNVd
0 0 000 0 000 0 00°0 0 Q00*0 0 %) ¥ 34kl IVIIEVd
a 0 000 0 00'0 0 000 0 00’0 0 1] C 3dal IVILEVd
0 0 000 0 000 0 000 000 Z ici Z 34l V1LNvd
0 0 00"0 0 00°'0 0 10°0 & 10°0 & ¥4) I 3dAl WILNVd
] ] 0a*e 0 9170 LE ¥E°0 INE &0 BIE i (BH3L1 1V 34374M0D

341




Attachment H (cont'd)
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10.
11.
12.
13.
14.
15.
1€.
17.
is.
18.

20.

Attachment J

LIST OF SSU DESIGNATED CASE TYPE BY FINAL CODE

TYPE OF CASE . FINAL CODE

Ingufficient partial

Unconvertible language barrier
Unpublished number

No listing of telephone number

Ne initial number supplied

Confirmed refusal

Search cutoff

Callback scheduled, sufficient partial
Prerefusal/hostile breakoff

Needs research work

Callback scheduled, insufficient partial
Temporarily unavailable

Uncompleted call, no contact on callback
Language barrier

Unconfirmed claims filed

Will file, send form

Never contacted, confirmed number

Never contacted, unconfirmed number
Answering service/machine, left message

Never tried
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21
22
23
24
25
26
115
116
117
118
119
120
121
122
123
124
125
126
127




1992 Census of Agriculture |
Length of Call for Completed CATI Cases

OHIO (31

MINUTES

TOTAL
7 1,307

NUMBER OF CASES

NORTH CAROLINA (56
MINUTES 135 | 1650 | 3145

NUMBER OF CASES 148

NEW YORK (21 '
MINUTES [ 3-15 | 16-30 | 515&511'@5 T >80 |

TOTAL
NUMBER OF CASES | 135 1,048 | 451 100 ) 1,743

CALIFORNIA (82
MINUTES 1 16-30 | LM'
o TOTAL
NUMBER OF CASES | 204 80 | 268 | 180 1,088
; 4% 251% 16
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Table 1

Attachment O

Results of the 1992 and 1987 Delinguent Large Farm Followup

In-scope cases

Out-of-scope cases

Claims filed cases

Duplicates

Mail receipts

Secondary source

57,708 (37.8%)
15,148 (9.5%)
Na'

4,924 (3.2%)

29,312 (19.2%)

45,723 (25.5%)

39,893 (32.6%)
13,677 (11.2%)
20,030 (16.4%)
Hll

10,000 (B.2%)

38,800 (31.7%)

Total Workload

152,815

122,400

'Number of claims filed cases was not recorded in 1%52. In these
situations, if the respondent indicated mailing took place within
the last week, a callback was systematically set for 7 days later.
If mailing took place prior to the last week, the respondent was

prompted teo proceed with the interview.

were sent to SSU.

Any resulting refusals

“Number of duplicates was not recorded in 1987.
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Table 2

Attachment P

Cost Comparison of the 1552 and 1987 Large Farm Followup

CATEGORY

L

Facility supervisory
staff

Interviewing staff

I!Inlfitl, other
applied costs

Communications
Equipment, micro-

computers

IFacility administra-
tive support, train-
ing, travel

Data Keying
Other

TOTAL COST

FINAL COST PER CASE:

1992

$889,266
$264,797

$315,327
$500,048

$49,982

§2,761

£50,619

$2,072,800

1987

$626,000'

$323,000
$122,000

$20,000

$158,000
$106,500
$210,795

$1,566,295

$1,926,543°

1992
$13.56

"Includes supervisory staff

*inflated by 23% to reflect 1953 dollars
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Attachment Q

1992 CENSUS OF AGRICULTURE CATI SYSTEM
TELEFHONE CENTER DEBRIEFING HANDOUT

Name:
" position: (check all that apply)
/_] Interviewer
/_7 Research Operator
/_] supervisor
/_] Directory Assistance
Date started vorking on Ag CATI:
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I.

I11.

I1X.

Iv.

V.

Attacnment W (cont'd)

AGENDA

Introductien

Debriefing en Training

Debriefing on the Interviewing Instrument
Debriefing on Epecial Processing

Other
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Attachment © (cont'd)

- |

I INTRODUCTION

II. DEBRIEFING ON TRAINING

large Farm:

1. Pid the training prepars You for eonducting
interviews?

2. Were AG concepts and definitions sufficiently covered
guring training?

3. Were the reference materials you recaived sufficient?
Were they necessary? Did yeu use them?

4. Wers the practice interviewvs helpful? Were there snough?

5. Do you have any ideas for improving training in the
future? o

€. Is there anything you would 1like to sese covered in the
training that was not included?

7. Wers there topics in training that needed mors or less

time? If so, what were they?

355




Attachment Q (cont'd)

Honresponse:

1. Did you think the self-study vas adeguate for nenresponse
t.ﬂini:;? If not, what other typas of training would you
sugges

2. - Did you fesl that the honresponse self-study prepared you
for conducting nonrespense survey interviews adeguately?
Did you need more or less time?

3. Did the 4 practice intervievs Provide snough practice?

Lov Responge;
1. Was the purpose of the Low Response County follow-up
Surveys made clear to you?

2. Was the introducto briefing of this survey sufficisnt
for your interview ng? If not, what other types of
training/information would be helpful?

III. DEBRIEFING ON THE INTERVIEWING INSTRUMENT

Eront of Instrument:

1. In the >reviev< screen, information about the oparation
(1987 acreage, value of sales, type of erganizatien, and
80 on) was available for ths interviewver.

Did you find this information useful?
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ATTACTENENT W \S0nL G
3

Did you find that the "front®" screens accommodated for
most situaticns?

Were the screens for *claims filed" or "multiforms”
situations sufficient?

large Farm/lLov Response Middle of Instrument:

3.

Are there any gensral scrssn changes that yeou would
recommend for the next census’ instrument?

Included 4in the instrument were “menu® scresns in
vhich selection was made from a listing.

Were these screens difficult te eollect responses? Any
problens with these screens?

There were screens for verification of responses.

Were there any problems with using thase screens?

There vere screens with indication of prior responses.
Ware these hints helpful?

For some "manu® screens, tha "other" option was available
for selection 3 times. ;

was this_sufficient? Did you need more than 3 "other®
selections at times?
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40.

11.

Attachment Q (cont'd)
4

Many of the basic scresns pressnted a question followed
by an "If Necessary" statemant vhich offered more detail.
These vers to be used in case the respondent neesded more
explanation of the basic guestion.

Ware thess "If Necessary" statsments Belpful? pid you
nheed to read thess often, scnetimes, or rarely?

Werea thares any differences betwveen the Low Response and
large Farz surveys? (Differences such as, amount of
respondent cooperation, kinds eof respondent Treactions,
wording in the instrument that did not apply, unigue
Problens, etec.)

There vere screens in which more than ene response vas
regquested.

Are these types of scresns Preferable to asking for
a single item per screen?

There were screens available for ®"help or further
explanation."

Did you use these ScCreens often, sometimes, er rarely?

The "F7" key was available for additiocnal note taking.
Did you use this eften, sometimes, or rarely?

Did you find the "Shift F2* Q & A functien helpful? Did
you use this often, sometimes, or rarely? Were other
Q & A needed? II so, give some axanples.
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ATtacTment | \cont-a;
]

12. Did you find it necessary to uss the "Fi" kay to back up
eften? Did this function work well when nesded?

Henresponse Middle of Instrument:
1. Wers the akip patterns logical? If not, what would you
suggest?

2. Was the instrument adeguate in terms of cellecting all
pertinent informatin to arsas covered?

3.  Were thers any specific types of agricultural productien
for which the instrument did not adequately provide
questions and/er answers?

4. Were there any questions which vare net clear teo the
respondents? What questions were they, and how could the
question(s) be reworded?

5. Was the instrument sufficient in questioning "small®
and/or borderline farms? If not, axplain.

Back of Instrument:
1. Were the callback screens sufficient for making a
eallback?

2. Wag the >inotes< screen sufficient?
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1.

Attachment Q (cant'd)
1

Was thers any confusion as to whether a callback was &

®"soft™ or "hard" appointment? 1If se, sxplain.

DEBRIEFING ON SPECIAL PROCESSING

Did you £ind it @ifficult to connect with a research
cperator? Was it often, seldom, or rarely that a
research line was busy or unavailabdble?

Were the roles o©f the respondent, researcher, and
intervisver clear whenever research was being
conducted?

Was the procedure clear as to what was to be done if a
fax number instead of a telephcne number was identifiea?

Did you f£ind it helpful to have a calculator for the data
collection process?

Were the pericdic "Eriefing Netes" informative?
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Artachment Q (cont'd)

QUESTIONS FOR SUPFRVIEORS

Were you given adeguate training for your 9Job as
:u{tr:i:nﬂ If no, vhat type of tra ¢ would have bean
elp?

Do you have any other commants in regards to your
supervisery function?

QUESTIONS FOR RESEARCH OPERATORS

Were you given adeguate training for Your job as ressarch
mr:tg? If no, wvhat type of training would have besn
helpfu

What was the most serious problen encountered?

Do you have any suggestions for improv the
computerized research operation or the research ’:gcnﬂ

Do you have any other comments in regards to your
ressarch oparateor function?

QUESTIONS FOR DIRECTORY ASSIETANCE CALLFRE

Do you have any suggestions for improving your Job 4n
calling DA for telephone numbers? If Yes, wvhat are they?

-

Do have any comments in regards te your job in calling DA
for telephone numbers? If yes, what are theay?
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DISCUSSION: WHAT CAN CAI LEARN FROM HCI?

Mick P. Couper
Joint Program in Survey Methodology

1. Introduction

Tﬁ:‘.a discussion will not focus on the papers presented in this

segsion. These are two good papers that demonstrate the
feasibility of computer-assisted interviewing (CAI) for large-scale
data collection, both CAPI (c ter-assisted personal

interviewing) and CATI (computer-assisted telephone interviewing) .
Instead, this discussion will take to heart the "New Directions"
part of the title of this seminar, and attempt to take a glimpse at
the future of CAI or, more broadly, CASIC. In doing so, I will
focus on certain aspects of computer-assisted interviewing, and
particularly the guestion of the user interface.

Sixty years ago, writing about the industrial revolution,
Lewis Mumford (1934: 6) wrote: "So far we have embraced the machine
without fully understanding it...". I believe the same may be said
of CAI at its present stage of development. We know that CAl
"works", as these two papers ably demonstrate, and we are
enthusiastically advocating the application of computer technology
to virtually all areas of survey data ceollection. The CAEIC
movement is well-established in government, academic and private
survey research organizations. But how much do we understand this
new method of data collection, and its impact on the data
collected, on the people who provide it, and on the people who
collect and process it?

To quote further from Mumford, "In order to reconguer the
machine and subdue it to human purposes, one must first understand
it and assimilate it" (1934: 6). This is a view of the machine as
a tool in the hande of the user. Rather than making the human
conform to the machine, attention should be turned tc the needs of
the user. There are many areas of research in CASIC that remain
unexplored (see Couper, Groves and Kosary (1989), Groves and
Nicholls (1986) and Baker (1992) for some examples), and much work
that needs to be done to optimize the use of such systems. I will
focus on only one of these areas, namely the guestion of usability.

Whereas feasibility addresses the guestion "Can it be done?",
usability focuses rather on "How best can it be done?". "Best" in
this case should he defined in part from the perspective of the
users of the system. It is in this area that I believe we have a
great deal to learn from the field of human computer interaction
regearch or HCI. Marchionini and Sibert (1991) define HCI research
as being "concerned with the design of interfaces that allow easy
and efficient use of computer systems." Hix and Hartson (1593)
offer a less formal definition of usability: "If your computer were
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a person, how long ‘til you punch it in the nose?".

The Dippo et al. paper in this session talke at length about
the "new methodology" of using cognitive psychological theories and
methods in questionnaire development. A similar opportunity
presents itself with the application of HCI research methods and
findings to CAI. There is much we can learn about usability, both
in terms of findings from existing research in other domains, and
in terms of methods for usability testing and evaluation of user

interfaces.

By usability is meant simply that the focus of our attention
turns from the system to the user. This means person-centered
design rather than system-centered design. At present, the
capabilities and limitations of the hardware and software we use
are driving the design of CAI systems. We are making the user
adapt to idiosyncracies of the system rather than the other way
around. The notion of "user-friendliness"™ or the subjective
reaction of the user to the system. is only one component of
usability. Shneiderman (1992: 18) defines usability in terms of
the following five measurable components:

{a) time to learn

(b) speed of pertormance

{c) rate of errors by users

(d) retention over time

(e} subjective patisfaction
In the spirit of continuous quality improvement, if we focus on
measurable aspects of usability, we will be able to demonstrate
concrete improvements in the design, development and implementation
of computer-assisted survey instruments. In doing so, we should
achieve measurable gains in data quality, defined by Kalton
(keynote address, this conference) to include not only accuracy,
buc also timeliness, COSL effectiveness, relevance and
accessibility.

2. Types of Users of CAI Systems

In promoting a user-centered view in CAI, we need to define
who the users are. I have four sets of people in mind: (a) the
programmer or instrument designer, (b) the interviewer, (c) the
manager or supervisor, and (d) the end-user or analyst. To this
list could be added a fifth set of users, the respondents’. Each
of these users faces a different set of usability and other issues.
Some o©of these concerms, and areas for further research and
development, are as follows:

T thank Judith Lessler for reminding me of this group of
users.
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Z.1. Programmer/author/instrument designer

Part of the ambivalence about what to call the people who
create the CAI instrument reflects uncertainty regarding the
combination of people and skills needs for this work. Should non-
programmers be able to create and test a CAI instrument? What is
the role of questionnaire designers versus computer programmers in
instrument design? What do we mean by "programmers"? Developing
an understanding of the procegs of instrument design will
facilitate identification of the optimal skill combinations
required to enhance the product of the CAI design process. Some
exploratory work has been done in CAI on the development of new
software tools or application of existing tools to facilitate the
instrument development process (see for example Baker, 1988;
Balestrino, Fortunato and Montagna, 1992; Dibbs and Hale, 1953;
Pierzchala, 1993). Another area that needs further development is
in the tools for testing and debugging CAI instruments (see
Connett, Mockovak and Uglow, 1954).

In part, the mix of skills required for these tasks may be
dictated by the design of the CAI systems used. Some CAI systems
may use more natural language interfaces, while others use cryptic
code in authoring specificationms. Should we be expecting this
group of users to adapt to the complexities of the systems being
used? A human factors perspective would argue not. The first
generation CAI software was relatively unsophigticated in ite
design interface, but we should expect more of future CAI systems.

2.2. Interviewer

In some senses this is the most critical group of users for a
number of reasons. The large number of interviewers and the
diversity of their computer skills and knowledge relative to other
groups of users, the minimal training they receive on the computer
hardware and software they will use with little close supervision,
and the potential they have to impact the data collection process
{in terms of both costs and errors), all make it imperative to
design systems to maximize interviewer efficiency and minimize
errors. We will return to this group later.

2.3. Manager and/or supervisor

This set of users requires detailed information on the process
of data collection, including cost and production data.: While CAI
can provide vast amounts of timely information that were previously
not available in paper-and-pencil data collection, we have yet to
devise methods to manage the information flow in ways that would
facilitate the work of these users. This group has the potential
for information overload unless such tools are provided.

365




2.4. End-user, analyst

The production of analytic data sets in a form that analysts
can readily use, and in a way that they can understand how the data
‘were collected is an important area of usability. This includes
both the data itself and the metadata (codebock, wvariable labels,
information on skips and edits, etc.). Is the analyst provided
with a hard copy version of the guestiocnnaire to review, or are all
users expacted to load the interviewing software on their system to
look at a particular set of questions they may wish to analyze?
Some of the information that may be needed by this group of users

includes: (a) where did this question appear (what questions came
before or after)? (b) which respondents were asked this gquestion

(skip patterns)? (c) what edit, range and consistency checks were
built into this question? and (d) how was this variable created
‘{recode, combination of multiple guestions, etc.)?

These needs speak to the integration of the survey data
collection process with the production of useful data sets. This
view acknowledges that CAI systems are more than just a set of
interviewing tools, and are (or should be) a fully integrated
system of data collection, management and data preparation (see
Ereighton, Matchett, and Landman, 1994).

2.5. Respondent

In interviewer-administered surveys respondents may have
little direct contact with the computer, other than through the
interviewer. However, in a variety of self-administered surveys
using CAI (such as CASI, CSAQ, TDE, VRE, etc.; see Weeks (1992) for
a review), respondents may interface with the system directly.
These respondents may have had little or no training on the use of
the system, may have limited prior experience with computers, and
may not be highly motivated to participate in the survey. Thus, in
addition to concerns about interacting with the computer, they may
he uncertain about the nature of the interview tasgk itself. For

these reasons, the design of the interface is especially critical
for this group of users.

All of these sets of users (and there are others) vary in
their information needs, the tools they need to access or use this
information, their computer skill levels and/or knowledge of the
particular system being used, and so on. Much of our energy seems
to have gone intoc the task of getting working CAI instruments up
and running. We have expected the various groups of users to adapt
to the idiosyncracies and shortcomings of the systems we currently
have at our disposal. A more user-oriented approach would be to
systematically determine what the needs of each set of users are
and understand the nature of their work, then desgign systems that
specifically meet those needs or that facilitcate che complecion of
their tasks.
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One of the critical lessons from HCI or human factors research
is the importance of involving users in the design and evaluation
process (see Galitz, 1993; Gould and Lewis, 1983; Norman, 19B83).
This cannot be emphasized enough. Users are a valuable resource
that we have tended to ignore or pay only lip service to in CAI.
We often proceed from the assumption that we know best, and design
systems with little regard for those who will attempt to use them.
As Powell (1990: 21) notes caustically, "Dumbo the elephant used
hie ears to fly. Use yours to ligten to the users."

In the remainder of this discussion, I will focus my remarks
on the second group of users, the interviewers. This is not
because the other users are less important, but rather that some of
the problems they face may be relatively intractable in the short
run, whereas measurable improvements can be made to the instruments
used by interviewers will relatively little investment.

3. Design Principles for CATI

Thus far, I have talked in the abstract about the need to pay
attention to the human-computer interface, and of the importance of
designing for usability. Note that usability is more than simply
screen design, it is the entire system as experienced by the users.
As Jagodzinski (cited in Davie and Bostrom, 1992) notes, to most
ugers (and this would certainly inelude interviewers), the
interface is the system, Usability considerations cannot be
separated from other aspects of system design and development (see
Gould and Lewis, 1983; Gould, 1988).

Because wusability or "user friendliness" can be a quite
nebulous concept, let me offer a set of design guidelines for CAI
systems. These are adapred from a variety of socurces in the HCI
literature, including Hix and Hartson (1993), Galitz (1993), Mayhew
(1952), Norman (1983), Powell (199%0), Ravden and Johnson (1989},
and Shneiderman (1992). BEome of these are empirically-baged
principles, others are more prescriptive. Nonetheless, these are
a set of desirable gualities of computer systems generally agreed
upon in the field of HCI that may be applicable to CAI. This list
may serve as a starting peint to focus our attention on some of the
issues that need to be addressed in terms of enhancing the
usability of the systems we use for CASIC. A well-designed CAI
system should exhibit the following qualities:

4.1. Functionality

The system should meet the needs and regquirements of users
when carrying out the tasks (Ravden and Johnson, 1989). Note that

this is functionality from a usability perspective. It is not what
the designer thinks the users should do, but racther what the user

needs tc do in order teo complete the task correctly and
efficiently. PFurthermore, it is not enough that the gystem can do
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X; the critical gquestion is whether the yger can do X with the
system. ' '

Functionality is a necessary but not sufficient condition for
any CAI system. Shneiderman (1992: 10) notes that if the
functicnality of a system is inadequate, it does not matter how
well the human interface is designed. The remaining guidelines or
principles are essentially ways in which system functionality can
he presented to the uger to faecilitate surcessful completion of the
task. '

4.2. Consistency

This refers to the lock and feel of the system. At its
gimplest level, consistency refers to the placement of items on
screens, including the use of fonts, upper or lower case, coler,
highlighting, etc., to distinguish between gquestions, interviewer
instructions, response options, and so on. However, consistency
should also ineclude input modes, mapping of function keys and
movement and navigation around the instrument.

Consistency can be viewed at a number of different levels:

(a) Consistency within a particular survey instrument. There are
probably few who would disagree with this in principle, but I
have seen a number of production CAI instruments where this is
not achieved in practice.

(b) Consistency between the instrument and other interviewer tools
(case management, transmission software, e-mail, etc.). We
give interviewers a variety of tools to use, often without
taking much effort to integrate them in a consistent fashion.
Do the function keys assigned to operations in case
management, for example, have consistent effects when used in
Lhe survey instrumentc? Many of the case management systems
used by survey organizations (see Nicholls and Kindel, 1993)
are written in-house, usually with little consideration of the
CAT interface with which they will be usad.

(c) Consistency across different surveys instruments within a
particular organization. This is an area where organizational
standards or guidelines in the authoring of CAI instruments
would be beneficial (see Hunter, 1993). It appears that many
programmers or authors have a particular style, which may be
internally consistent within the instrument (or module) they
develop, but differs from other survey instruments
interviewers have used. An extension of this is interviewers
actually using different CAI systems for different surveys.

(d}] Consistency across organizations. Although I am not
advocating that this be done, we ought to acknowledge that
interviewers may work for multiple organizations using
different hardware and software systems. There are no
universally accepted design guidelines for CAI systems, and
this may impact on the transferability of knowledge.

The first of these levels may be the most easy to implement, but
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the other levels are no less important to consider in CAI.

Another component of consistency is predictability. System
actions should be expected within the context of actions that are
performed by the user (Galitz, 1993). In other words, if the
interviewer does X, the system should always do Y. Thus, there is
not only consistency in terms of what the user sees and does, but
also consistency in terms of what the system does in response to
user inputs.

Although consistency is probably the most universally endorsed
principle, there are those who caution against its rigid
application without consideration of other design principles.
Grudin (1989) shows examples of how blindly following the maxim of
consistency to the exclusion of other interface considerations can
lead to poor usability design decisions- (see also Reason, 1990).

4.3, Informative feedback

For every user action there should be some system feedback
{(Shneiderman, 199%2: 73). This may take the form of immediate
execution, change in state or value, correction message,
confirmation message or in-progress message (see Ravden and
Johnson, 1989: 56). System feedback is especially critical when
system time is slow. Such feedback should be clear, concise and
intelligible to the user.

4.4. Transparency

The system should permit the user’'s attention to be focussed
entirely on the task being performed, without concern for the
mechanics of the system (see Galitz, 1993). The computer is
ideally suited for automating routine funccions, and these should
not detract from those activities reguiring human attention. In
CAI these may include time stamps, range and consistency checks,
raad-writae operations, and other system functions. The
interviewer’'s focus should be on the interviewing task, rather than
cn the coperation of the CAI system.

However, there may be times when it is necessary for the user
tc see what the system is doing. One example in CAI may concern
skip patterns. Usually these would be transparent to the
interviewer, but there may be times when s/he needs to make
judgements about an appropriate response to a root guestion.
Without knowing the logic of the skip and the outcome of a
particular choice, the interviewer cannot make an informed .
judgement as to the appropriate response.

4.5. Explicitness

Whereas the actions that the system performs without human
intervention should be transparent to the user, the steps that the
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user needs to take should be obvious. Norman (1588) uses the
notion of affordances in evaluating the design of everyday cbjects.
Essentially, affordances are properties of cbjects that suggest
what sort of operations and manipulations can be done. For
example, the design of a door handle suggests the operation to be
performed, by affording pulling, pushing, turning or twisting
actions. Affordances can be similarly applied to the human-
computer interface: the computer screen should make the required
user actions explicit or self-evident. Norman (1583) also cautions
against the "tyranny of the blank screen" in DOS, where the "c:\"
prompt provides the user with no clue as to what operation need to
be performed. Many CAI systems assume that the user knows what to
do in a particular situation, sometimes without providing any hints
as to the expected action or guidance on where to find help to
complete the task. Well-designed systems should make both the
semantics (what can be done) and the syntax (how to do it) of the
system explicit (Mayhew, 1992).

4.6. Comprehensibility

Systems should be understandable to users. Jargom,
idiosyncratiec language and abbreviations should be avoided. Norman
(1988: 179) suggests ways to violate this guideline: "Be arbitrary.
Use noncbviocus command names or actions. Use arbitrary mappings

between the intended action and what must actually be done." Where
possible, matural language and real-world analogies should be used

{Hix and Hartson, 1993). Ravden and Johnson (1989: 32) note that
"The way the system loocks and works should be compatible with user
conventions and expectations." For example, using the Page Up,
Page Down, and arrow keys for movement may make more sense than
using function keys. The layout of dates, telephone numbers, etc.
in the CAI system should match users’ expectations or common
conventicns for the presentation of such information.

4.7. Tolerance

The system should be tolerant of human capacity to make
errors. Galitz (1993: 26) writes: "The fear of making a mistake
and not being able to recover from it is a primary contributor to
a fear of dealing with computers." System design should recognize
that errors will be made, and should include appropriate error
prevention, detection and correction facilities (see Reason, 1980).
Efforts should be made to prevent serious errors while facilitating
easy recovery from more common errors. The more potentially
disastrous an action, the more difficult it should be to perform.
Thue, barking up ro change a previous answer in CAI should be
easier to do than suspending an interview in midstream. Actions
should be easily reversible.

4 . 8B. Efficiency

The system should be designed to minimize effort and maximize
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efficiency on the part of the user. System response time is only
one aspect of efficiency. As Mayhew (1992: 508) notes, overall
task time is a function of both system and user respconse time. In
other words, task time = system response time + system display rate
+ user scan/read time + user think time + user response time + time
making errors + time recovering from errors. By improving the
speed of the system (without attending to interface issues to
reduce user time or errors), only the system side of efficiency
(response time and display rate) will be addressed, without
affecting other components of overall task time. All aspects of
good interface design should facilitate the overall efficiency of
operatiomn. For example, user response time can be optimized by
avoiding complex sequences of actions for common cperations. User
scan/read time can be reduced through effective screen design.
Galitz (1993: 4B) notes that system responsiveness should match the
speed and flow of human thought processes, and coffers some specific
guidelines for various types of operations (see also Shneiderman,

1992: 284-297).
4.9. Supportiveness

This is closely related to the principles of explicitness and
comprehensibility. Tolerance of errors and facilities for easy
recovery from errors is another characteristic of a supportive
system. The limited cognitive capacities of users should be
recognized and accommodated. This can be done by reducing the
amount of memorization of commands, codes, syntax and rules
required by users (Brown, 1988: 97). Reliance on recognition
rather than recall will help reduce cognitive burden for the user.
Norman (1991: 6) writes, "It is typically the case-that for systems
with 40 plus commands, only about 7 commands show any frequency of
use". Complex sets of commands and those that are rarely used are
less likely to be remembered. Supportive systems provide online
help and make it readily accessible to the user. If one needs to
consult a manual to find out how to get cnline help, something is
gravely wrong with the system.

4.10. Optimal Complexity

The early dictums on design (on both screen and paper) called
for keeping things simple and maximizing the use of blank space.
This view has given way to a recognition from a growing body of
research (see Tullis, 1983; Coll and Wingertsman, 1990; Staggers,
1593) that users’ preference for complexity exhibits an inverted U
shape. Users both prefer and perform better with a moderate amount
of complexity, rather than too simple or too complex. Galitz
{(1993: 35) notes that complexity should be commensurate with the
capabilities of the system users. Complexity refers not only to
the amount or density of information of the screen, but to all
aspects of screen design. Hix and Hartson (1993: 49) recommend

organizing the screen to manage complexity.
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5. Lessons to be Learned from HCI

These general design guidelines for CAI systems should be seen
as a set of goals for improving CAI design, rather than principles
Eet in stone. There may be other characteristics of effective
systems not mentioned here, There is also a recognition that
compromises among these qualities or guidelines may be necessary to
achieve optimal usability of CAI systems. Nonetheless, I have
found examples of wiclations of each of the guidelines in wvarious
production instruments used by a number of different organizations.
The CAI systems we use are clearly not perfect, and there is much
room for improvement. These guidelines may help us on the road to
quality improvement in instrument design to facilitate the work of
our interviewers.

Many of these guidelines are not new to CAI. A number of
these principles have already been articulated with regard to CAI.
Micholls and House (1987), for example, note that one of the
general objectives of CAI systems is that they should meet
interviewer needs. They explicate further: " displays must be
quickly comprehensible [Principle 6], interviewers should have
access to all needed information [Principle 9], opportunities for
interviewer error should be minimized [Principle 7], and
interviewer movement through the guestionnaire, either forward or
backward, should be expedited [Principle B]" (Nicholls and House,
1987: 96). Despite these and other efforts to articulate design
guidelines for CAI systemsg, it appears that little progress has
been made.

If the only contribution made by human-computer interaction
research to CAI was in the development of a set of general design
principles (such as those outlined above), we would not have gained
much. There are two additional keys to the applicability of HCI
research to CAI. The first is ,6 a ‘theoretically-grounded
understanding of the interaction between human and computer and how
the interface impacts the user and hie/her task. Human factors
research traces much of its theoretical roots to cognitive
psycholegy (see for example Carroll, 1991), and it is this body of
literature that will be most helpful tc CAI design. The second
critical lesson to be learned from HCI is the application of
research methods to measure and understand the usability aspects of
CAI systems (and user interfaces in general). The utility of HCI
research lies not only in what was found, but also how it was
found. A variety of methods are used in HCI research that can be
readily adapted for use in CAI. These include usability testing in
laboratory settings, experimental studies, observation and =o on
(see Shneiderman, 1992). Both theory and measurement are important
to the partnership between HCI and CAI.

With regard to theory it is important to note that not all the
findings of HCI research are equally applicable to computer-
assisted interviewing. The nature of the interviewing task may be
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very different from that studied in HCI (use of programming
languages, word processors, spreadsheets, etc.). The partnership
with HCI does not mean uncritically applying all findings in that
field to CAI. Rather, by focusing on similzrities and differences
between CAI and other tasks involving humar-computer interaction,
we can distinguish between what is useful anc what requires further

exploration.

As far as measurement is concerned, many of the techniques
already used in survey research can be applied to study interacticn
aspects of the task. These include: :

{a) Cognitive laboratory investigations of interviewer-computer
interaction using observation, protocol analysis, think
alouds, etc.

(b) Laboratory-based experiments testing alternative designs or
focusing on particular issues and actions interviewers face in
CATI.

(¢) Scripted mock interviews which may include tests of particular
types of actions.

{d) Observation of production interviewing using computers.

{e) Experiments embedded in production data collection.

{f) Measurement of interviewer production and process (e.g.
keystroke files, time stamps, monitoring, behavior coding).

Many of these methods parallel those used to study human-computer
interaction, and can be productively applied to CAI.

€. Conclusion

So where do we go from here? In this discussion I have tried
not to be too prescriptive in terms of ways to design user
interfaces for CAI. Rather, I am advocating more of a design
philosophy that (a) explicitly takes the users into account; (b}
involves measurement of progress toward usability goals (e.g
reducing learning, minimizing errors, maximizing user satisfaction,
gete.); and (¢} attempts to extract empirically-derived prineciplas
and guidelines that have general applicability beyond the
particular gystem or interface on which they were tested or
developed. These tasks can be greatly facilitated by learning from
the field of HCI research.

In terms of action steps, I believe the field of computer-
assisted interviewing can make great strides by doing the
following:

(a) Apply what is already known about human-computer interaction

and usability to CAI. )
(b) Adapt HCI research methods to understand and explore usability

issues in CAI. Conduct both qualitative and quantitative
regearch on the interface between interviewer and computer in
CAI.

(c) Explicitly incorporate usability testing as an integral part
of the instrument development process.
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(d) Identify gaps in our knowledge in the human-computer interface
in CAI, and undertake research to close these gaps.

(e) Think ahead to new technologies and what we require of them,
rather than being constrained by the limitations of existing

CAI systems.

In this discussion, I have tried to turn our attention to the
future rather than the immediate past. I see these issues both as
challenges and as great opportunities for survey research. Let us
not just embrace the machine, let us understand it and thereby
unleash its full potential.

In doing. so, we can learn a great deal from HCI research. In
the same way that the field of questionnaire design has reaped

great benefits from the partnership with cognitive psychology, so
too can CAI benefit from interaction and collabeoration with human-

computer interaction or human factors researchers. Indeed, the
benefit may well be mutual.
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'DISCUSSION OF TWO PAPERS ABOUT CASIC

Sandra Sperry
Westat, Inc.

This is such an interesting time in survey research. After many years in which there was very
linde change in the approaches used to collect data and prepare it for analysis, the past ten years have
produced enormous change. First there was the growth of centralized telephone interviewing using
computer-assisted data collection methods. Then in the late B0's, government agencies began to
experiment with using laptop computers to collect data for in-person interviews. MNow it seems to be
completely accepted that an agency will, at the very least, consider computer-assisted survey
information collection (CASIC) techniques for all its surveys.

' The impact of these two papers about CASIC comes in part from the fact that the Census Bureau
and the Bureau of Labor Statistics do things on such a grand scale. How often do survey researchers
get to casually mention that their pretest of a CATI system included 10,000 cases? This is what
Jeanette Mon tells us about the CATI test done in 1982 w prepare for the 1992 Census of Agriculture,
And Cathy Dippo tells us that the Parallel Survey, which was carried out for 18 months to assess the
overall effects of redesigning the Current Population Survey (CPS), was “relatively small,” that is,
only 12,000 households per month,

The scale of these two projects, along with their emergence at a time when so many
organizations are considering how best to implement CASIC, makes these two papers especially
valusble. The papers are, among other things, historical records that document aspects of the
development and application of CASIC at a time when CASIC is moving from being unusual and
experimental to being the data collection mode of choice.

Both papers tell us a lot about process, although each paper focuses on different aspects of the
process of applying CASIC methods. Cathy Dippo's paper tells us about the methodological processes
used to redesign the CPS questionnaire for computer-assisted data collection. Jeanette Mon's paper
focuses more on the processes used to manage all aspects of 'developing and using CASIC methods.
Both include much helpful information for the researcher embarking on a project that will use CASIC.
I would like to mention a few of the points that 1 found most relevant.

I will start with Cathy Dippo's paper. She notes that preliminary work on designing a new CPS
questionnaire included laboratory work on how interviewers and respondents understand labor force
terminology. This work led to developing questionnaires that were also tested with laboratory
techniques. Then special respondent debriefing techniques were used with 2,300 CPS telephone
respondents. The results of this debriefing verified the laboratory findings. These results are
reassuring about the value of using laboratory techniques for questionnaire design. Most researchers
do not have the resources to carry out a respondent debriefing of this scope and, therefore, are not able
to evaluate the results of their laboratory work with this precision.

I was aleo very interested in how the CPS staff used CASIC techniques to help them with
questionnaire design. The use of behavior coding while monitoring CATI interviews is an excellent
way to maximize the benefits of a CATI or CAPI pretest. Programming follow-up probes to debrief
respondents about specific answers that they gave during the main interview seems like another
inspired idea for getting the most out of a pretest.
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The design features of a CASIC questionnaire that have been incorporated into the new CPS
instruments, that is, complex skips, wording that is specially tailored to the respondent’s situation,
built-in consistency checks, and dependent interviewing in longitudinal data collections, are aspects of
CASIC that I think have been incorporated into a number of CATI and CAPI surveys. It was
i ing to read about some of the ways in which the CPS instrument has changed to make use of
CASIC, but the concepts presented in this part of the paper were not as new 10 me as some of the
approaches used for instrument development. To learn even more about the instrument development
process, I think many researchers would be interested in reading some of the technical reports written
by the CPS Overlap Analysis Team. The technical rqommmm:dmﬂabamm!huwu
done on this project, a project that included much more developmental research than most projects can

&

I would like to turn now to Jeanette Mon's paper. As I mentioned earlier, this paper addresses
more of the issues encountered in managing a large CASIC design and data collection. I was
particularly struck by the number of different Census divisions (five) that needed to cooperate and
communicate with one another in order to carry out the 1992 Census of Agriculture's CATI follow-up.
Because different divisions had different responsibilities with regard to the same data, it was very
important for them to meet regularly and to document carefully everything that they did. It is ofien
easy for researchers working on smaller studies or in organizations with a less structured approach to
dividing up responsibilities to assume that they do not need the level of formal communication and
documentation that was required for the Census of Agriculture follow-up. 1 would hypothesize,
however, that all survey research projects would be better off if they included more preparation of the-
formal specifications that Ms. Mon mentions in her paper.

Ms. Mon also mentions that to develop the basic system specifications that are required by the
CASIC programming staff, the subject matter experts needed to go through a learning period. She
notes that in some instances, the requisite specs were so complicated that it took a considerable amount
of time to learn how to prepare them. I think this is a problem that many of us have encountered in
developing CASIC instrumentation. The process reguires much collaborative work among staff
involved in all different aspects of a CASIC project, and we must occasionally spend time just learning
how to communicate with one another.

The description of how different states were scheduled w be called in each of two telephone
centers presents another lesson in managing a large scale CATI operation. It was very important that
the scheduling of states be kept flexible so that when one or the other of the phone centers began to run
low on work at particular times (as happened on two different occasions), new states could be installed
to provide the level of work needed to keep interviewers working efficiently.

The paper about the Census of Agriculmre's CATI follow-up included one more section that I
found particularly enticing. The CATI software created a file with a complete history of all actions
made with regard to a case. Staff used these files "to produce tables and graphs for management
analysis.” Some of the tables and graphs are included as attachments to the paper. 1 found these tables
and graphs very intriguing and would like to know more about how the management staff used them
during the field operations phase of the project.

In conclusion, I will not suggest the usual call for more research, Rather, 1 will end with a call

for more papers from the research on which these two papers are based. There is a great wealth of
material here to be explored, and I think there is much for all of us to learn from it.
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PANEL DESIGN AND ESTIMATION STRATEGIES IN THE NATIONAL
MEDICAL EXPENDITURE SURVEY

Steven B. Cohen, Agency for Health Care Policy and Research

1, Introduction

The National Medical Expenditure Survey (NMES-2) was established to provide an
uumdmmﬂmnﬁm,mﬁm,mﬂ.pammmﬂmm
coverage of the U.S. civilian noninstitutional population and the population using nursing and
personal care homes and facilities for the mentally retarded for calendar year 1987. The core
 of the data collection effort for the non-institutionalized population was a series of interviews
with a household sample that collected detailed information on health status, use of health care
services, expenditures and sources of payments, insurance coverage, employment, income and
assets, and demographic characteristics for calendar year 1987. The institutional population
component was designed to obtain similar types of information for the institutionalized
population residing in nursing and personal care homes (NH), and in facilities for the mentally
retarded (MR) for calendar year 1987,

The NMES household survey was designed as a panel survey with an initial screening
interview conducted in the fall of 1986 for a sample of approximately 35,600 addresses, to
obtain information required for oversampling of specific policy relevant population subgroups.
A subsample of about 15,000 households was selected for the detailed interviews. To reduce the
deleterious impact of long recall periods on measurement error, data collection specifications

required four separate interviews conducted with selected households at three to four month
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intervals over a fifteen month period to obtain the required heath care data for calendar year
1987. The adoption of a panel design was also motivated by the analytical goal of measuring

changes in health insurance coverage over the course of calendar year 1987.

The NMES Institutional Population Component was designed to yield unbiased national
nndmgimmlasﬁmmuthufacﬂﬂthlmdfmmewenﬂinsﬁmﬁunﬂuw.pthﬁm.m
specifically, the primary objective of the survey was to estimate the use of and expenses for
health care services for all persons residing in institutions at any time during calendar year 1987.
To obtain a nationally representative sample of the 1987 institutional vser population, the survey
included a sample of residents residing in selected facilities as of January 1, 1987, in addition
to a representative sample of admissions to the selected facilities over the course of 1987. The
union of these samples served to represent the 1987 institutional user population. The operational
implications of a selection of both residents as of 1/1/87 and admissions over the course of 1987
required the adoption of a panel design for the survey. Interviewers made four distinct visits to
each cooperating facility at approximately four month intervals to facilitate sample selection and

data collection in the institutions.

This paper provides a summary of the sample design and estimation strategies adopted
in the National Medical Expenditure Survey associated with the longitudinal features of the

survey. For the Household Survey, particular attention is given to the conseguences of adopting
an address sample design in meeting specified survey design goals. The NMES Household

survey alsn benefitted from a design strategy that included the selection of a sample of
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households in the first round of data collection for the main study that were non-respondents to
the screener interview. The impact of this design strategy on the overall survey response rate
is also summarized. The paper includes a discussion of the estimation strategy adopted to
adjusted for part-year nonresponse. With respect to the Institutional Population Component, both
the sample design and the estimation strategy used to correct for the representation of individuals

with multiple opportunities for sample selection over the course of 1987 are described in detail.

2. Address Sample Design in the NMES Household Survey

The Household Component of the National Medical Expenditure Survey (NMES) is a
panel survey with 1987 as the reference period, collecting measures of health ml:u.s.uscnf-
health care services, expenditures and sources of payment, insurance coverage, employment,
income and assets, as well as demographic information for the U. §. civilian noninstitutional
population. To meet analytical objectives, the survey included an oversample of the following
policy relevant population subgroups: blacks, Hispanics, the poor and near poor, the elderly and
persons with functional limitations. A separate screening interview was conducted in the fall of
1986 to far:ijitn-utc the identification of these population subgroups. The screened households were
selected for the main NMES household survey on the basis of the characteristics of the persons
they included at the time of the screening interview. However, for the purposes of cost-
efficiency and to maximize the response rate, the actual NMES Round One sample was
characterized by an address sample design. An address sample design requires the interviewer
to go back to the originally sampled address, whether the same household resides there or not.

Consequently, the Round One sample consisted of all households living at the sampled addresses
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at the time of the Round One interview, whether or not the screened households were still
present.

The sample design considerations inherent in the selection of an address sample as an
alternative to a household sample design are clearly not limited to the NMES, but generally
applicable to all national household surveys that consider non-concurrent screening interviews
to identify particular population subgroups targeted for oversampling. When the basic sampling
unitsmﬂcfmudmbeﬂwsampleladdxm ﬂnmwlm,nthnrlhanﬂghuumhnldsm&idlngat
the addresses at the time of the screening interview, a reduction in survey costs should be
realized for the subsequent interview since movers would not have to be traced and interviewed
at their new location. However, when the address sample design is used, each sample listing (or
a representative subsample) should be returned to in the round of data collection following the
screening interview, to interview all eligible respondents residing at the uladms (Cohen and
Johnson, 1992). Addresses that were vacant at the time of the screening interview would have
to be checked to determine their occupancy status. Dwelling units whose occupants refused to
participate in the screener interview would need to be recontacted in addition to those units in
which no eligible respondents were at home or available for being interviewed for the screening
interview (Cox and Cohen, 1985; Cox et al., 1979).

The adoption of a household sample design would define households residing within the
sampled addresses at the time of the screening interview as the basic sampling units. Individuals
or families who moved out of the sample dwelling units would have to be traced and followed
for interview. This design imposes greater control over the sample to insure that sample size

targets are satisfied for the oversampled population subgroups. Furthermore, this design would
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gmmﬂrtﬁddmmprﬁiuwweynaﬁmam for the oversampled population subgroups than an
address sample design, which is more vulnerable to the adverse effects of greater sampling
weight variation. Hﬂwever.t‘.hendvmgtsnfthe household sample design are less likely to be
realized as the time period between the screening and follow-up interviews increases. Addlt:mu]
interviewers would have to be hired to conduct the Round One interview for the selected
mmmmsmmmmmmthummpﬁmmemﬂmrmlg
Furthermore, the field period would have to be extended to accommodate the time needed to
locate the movers and conduct their interview.

The choice of design requires an evaluation of the potential loss in the precision of
surveys estimates for the oversampled population subgroups, further contrasted with the potential
savings in survey costs and higher response rate achieved by the address sample design. In this
study, the consequences of adopting an address sample design for the National Medical
Expenditure Survey are evaluated in terms of the realization of specified survey design goals.

The adopicd NMES household survey sample design is a stratified area probability design with
the following stages of selection: (1) selection of 165 primary sampling units (PSU’s) which are
counties, parts of counties or groups of contiguous counties; (2) selection of 2,317 segments
within PSU's; (3) selection and screening of dwelling units within segments; and (4) selection
of dwelling units based on demographic characteristics from the set of screened dwelling units
(Cohen, DiGaetano and Waksberg,1991). The survey was sponsored by the Agency for Health
Care Policy and Research and the NMES sample represents a union of the national sample

frames of Westat, Inc., the prime contractor, and NORC, a subcontractor.
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The NMES screener interview was conducted in the fall of 1986. The final NMES
screener sample consisted of 35,634 addresses, of which 3,091 were identified as vacant, another
1,085 identified as not a dwelling unit and 250 addresses were determined to be ineligible for
the survey. Of the 31,208 remaining dwelling units sampled, 28,458 responded to the screener
interview, achieving a 91.2 percent response rate.

The Round One household sample of dwelling units was then selected from the screened
households, using sampling rates that achieved the desired sample for specified population
subgroups (DiGaetano,1987). The 15,130 dwelling units that constituted the tarpeted
Round One sample, based on the demographic and health status profiles of their members at the
time of the NMES screener interview, initially consisted of 16,615 responding reporting units.
Reporting units were defined as individuals related by blood, marriage or adoption within a
dwelling unit. These reporting units contained 39,885 individuals that represented the civilian
non-institutionalized population as of Fall, 1986.

Figure 1 illustrates the transitions in sample composition that would occur between the
screener and Round One interviews, as a consequence of the address sample design. The
expecied transitions include the movement of targeted households out of sampled addresses,
changes in household composition, and the inclusion of replacement households that have moved

into sampled addresses.
FIGURE 1 ABOUT HERE

It was also expected that some of the addresses contacted which were vacant in the

screener field period would hecome occupied at the time of the Round One interview. Excluding
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them from the sample would understate the number of recent moves in the sample.
' Cﬁnsequmﬂy,ampinnfl,dﬂvmmaddmm was selected to supplement the occupied

addresses sampled from all screened houssholds.

o Field Results

Field results indicated that the majority of the 15,130 sampled addresses uu-ns:smd of the
same reporting units that completed the screener interview. Transitions occurred as a
-mnsequenme of the following situations:

1. mu;rm:mhym:ridmﬁﬁudfnmiﬁmmtufsampleddwelﬁngum,

2. creation of new reporting units, consisting of individuals related by blood, marriage or
adoption, that have moved into sampled addresses since the time of the screener interview, and
3. changes in the Round One compotition of reporting units that were initially identified at the
time of the screener interview.

At the end of the Round One field period, it was determined that 722 (4.5 percent) of
the 15,130 sampled addresses responding to the NMES screener interview were vacant. Another
253 sampled addresses were determined to be ineligible for the interview as a consequence of
the death or institutionalization of targeted respondents, or due to a change in the original
household composition to all military or student members. Furthermore, 847 reporting units that
responded to the screener moved out of the sampled addresses, and were replaced by new
reporting units at the time of the Round One interview. Overall, more than ten percent of the
sampled addresses with screener respondents experienced at least one household move during

the five 1o six month period that passed between interviews..
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Within the 15,130 sampled addresses that constituted the targeted Round One sample,
there were 15,590 reporting units identified as eligible or NMES interviews during the Round
One field period out of 17,412 reporting units linked to the addresses during the screener or
Round One interview. Of these, 14,060 responded (90.2 percent) to the Round One interview.
The remaining 1,530 eligible RUs were classified as nonrespondents (9.8 percent) due to a
refusal 1o complete the interview, unavailability during the field period, illness, or other
nonresponse. Relative to the 1,464 sample addresses vacant at the time of the screener, 1,016
(69.4 percent) remained vacant at the time of the Round One interview. Of the 479 reporting
units new to the sample, 408 (85.2 percent) responded to the first household interview. The joint
screener-round one response rate for these targeted Round One addresses, including the screener
vacant sample, was 82.1 percent. This was derived by multiplying the screener response rate
(.912) with the combined Round One response rate for targeted sample and the vacant sample
((14,060 + 408)/(15,590 + 479) = .90).

At the person level, it was noted that 32,205 (80.7 percent) of the targeted 39,885
screener respondents also responded to the Round One interview. Of the 7,680 screener only-
respondents, 3,150 individuals (41 percent) were in targeted reporting units that refused to
complete the Round One interview. Another 224 individuals (2.9 percent) resided in reporting
units that were determined to be ineligible at the time of the Round One interview.
Consequently, 43.9 percent of the screener only- respondents would not have participated in the
Round One interview, independent of the address sample design.

It was also determined that 1,673 of the screener only- respondents (21.8 percemt)

departed from the sample as a consequence of the movement of their reporting units (847 RUS)
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away from the sampled address, which gained a new replacement household available for the
Round Onme interview. Another 1,529 individuals (19.9 percent) left the sample due to the
movement of their reporting units out of the sampled address, which was vacant at the time of
the Round One interview. The remaining 1,104 screener-only respondents that departed from
their sampled addresses (14.4 percent), were associated with reporting units for which at least
one respondent completed both the screener and Round One interview at the sampled address.
Consequently, 56.1 percent of the screener only- respondents (4,306) were not sampled in Round
One as a function of the address sample design.  The final set of respondents to the first round
of the NMES household survey consisted of 36,259 individuals. Of the 4,054 individuals that
were Round One only-respondents, 841 (20.7 percent) were associated with initially sampled
reporting units that did not respond to the NMES screener interview, but were refielded to
hnpmvadﬂmuumﬂm{ﬂmponum.lndapmdmufmlddmnmphw,ldﬁshn
to refield these cases could have been incorporated in the NMES sample design. The remaining
3,213 Round One only-respondents (79.3 percent) were added to the NMES sample as a function

of the address sample design.

o A COMPARISON OF THE DEMOGRAFPHIC CHARACTERISTICS OF NMES MOVERS

Of the 7,680 screener only-respondents, 43.9 percent would not have completed a Round
One interview, independent of the address sample design for NMES. Under an alternative
sample design that tracked all screener respondents that moved, efforts would have been made

to locate or determine the status of 4,306 individuals linked to more than 1,500 reporting units.
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The demographic characteristics of these targeted sample movers are presented in Table 1, and
contrasted with the characteristics of the 3,213 replacement individuals that are new to the
nmpkuafuncﬁmﬁfthelddmumpledcsip[ucludjngth:ﬂ] new Round One
respondents associated wilth RUs that were screener nonrespondents).

TABLE 1 ABOUT HERE

According to Current Population Reports, (U.S. Bureau of the Census, 1987) 18 percent
ofﬂwpupula-ﬁmnpndmwedlmduﬂngmumumnfmeyﬂ:.mmm
estimate of population transition (10 percent) during the five to six month period that transpired
between the screener and Round One interviews, compares well with census figures.

Overall, the 3,213 individuals that were new to the sample in Round One represented a
25 percent shortfall in targeted sample size, relative to the movers. The population subgroup that
consisiently experienced the greatest proportionate differential from sample targets were the
elderly. In addition, a greater shortfall in targeted sample size characterized the black and
Hispanic population subgroups, relative to the domain that represented whites and other races.
It was recognized, however, that even if the targeted sample of movers were 1o be traced, the
expected Round One yield would need to reflect nonresponse and loss in sample due to death,
institutionalization, or inability to locate.

Under the assumption of a ten percent loss in sample due to nonresponse (which was the
experience for non-movers), and a conservative assumption of an additional five percent loss due
to death, institutionalization, or inability to locate, the expected Round One yield for the targeted
NMES movers was 85 percent. Relative to the expected number of movers completing the

Round One interview, the effective overall shortfall in sample size was only 12 percent. When
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fncundnnspam'ﬁcpaﬁulaﬁan subgroups, a more pronounced shortfall is sample size was noted,
particularly for the elderly. The address sample design was more effective for subpopulation
‘subgroups defined by race or ethnicity, where black or Hispanic households were likely to be
replaced by other black or Hispanic households.

The additional measures of poverty status and functional impairment considered in the sampling
scheme were not examined, as a consequence of transitions in classification over time that
characterize these measures. Screening for these measures is further complicated by the
considerable degree of movement into and out of poverty in any two years (Moeller and
Mathiowetz, 1990) and the potential movement of elderly individuals from a state of good health
to that of disability over time. .

Although addresses that experienced a sample movement out were characterized by a
shortfall in expected sample size by virtue of the address sample design, a more important
consideration was the effect on sample yields for the overall Round One sample. A comparison
of the targeted overall Round One sample (36,511) and the resultant Round One sample (35,418)
revealed a three percent shorifall. Relarive 1o the targeted Round One sample, a greater shortfall
in sample size characterized the black and Hispanic population subgroups (four percent), when
contrasted with the white and other races population subgroup (2 percent). Clearly, the overall

effect of the address sample design on the Round One sample yields was minimal.

o EFFECT OF ADDRESS SAMPLE DESIGN ON PRECISION

The precision of the NMES survey estimates for the population subgroups of analytical
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inﬁerqnwuupmﬁdmdmnunﬂymrghaﬂy,ugfumﬁmufme'mﬂﬂluﬂinnmp}:sizﬁ :
attributable to the address sample design. Even for the population subgroup characterized by the
largest relative sample loss (4.3 percent for Hispanics), the expected increment in the standard
errors of their associated survey estimates was only two percent. The major cause for
concemn, however, was the greater variation in sampling weights for the population subgroups
of analytical interest (Kish. lgﬁsj;ﬁbkzpmua'mmmal}'ufth:vﬁaﬁm.inthcumpﬁng
weights that characterized the targeted and actual Round One samples. More specifically, the
distributions of the unadjusted sampling weights, and their coefficient of variation are compared

across the alternative sample designs for Round One.
TABLE 2 ABOUT HERE

The actual Round One sample was characterized by a higher level of variation in
sampling weights across all population subgroups targeted for oversampling. This was most
‘obvious for the black and Hispanic population subgroups. The greater variation in their sampling
weights was primarily a function of the movement ufrncw individuals, with charactenstics
targeted for oversampling, into sampling addresses selected in NMES at a lower sampling rate
based on their composition at the time of the screener interview.

The impact of the address sample design on the precision of survey estimates was directly
examined by a comparison of the standard errors for a representative set of demographic and
health status measures that were available from the screener interview. It was necessary to

restrict this comparison to these measures, since the screener only-respondents did not have any
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of the information that was collected only in the Round One interview.

The person level demographic measures under investigation included region, size of city,
marital status and veteran status. In addition, the health status measures under investigation
included all questions in the NMES screener data base that identified functionally impaired
individuals for the purposes of oversampling. For each of the survey measures under
consideration, the ratio of the standard errors derived from the address sample design and from
the potential Round One sample was computed. Study findings indicate only a slight increase in
the standard errors of the survey estimates that characterize the address sample design (ratios
generally ranged from 1.01 to 1.04). Even for the population subgroup characterized by ‘the
greatest loss in precision (white/other race, 65+ ), the average increment in the standard errors

of their associated survey estimates was only six percent.

The cost savings achieved by the address sample design were estimated to be
$175,000, and were attributable to not having to locate the targeted individuals that had a change
of address since responding to the NMES screener interview. The availability of these additional
funds allowed for the implementation of more in.tmsi-.-:‘ Survey DOMIESPONSE CONVersion
techniques to enhance the overall NMES household survey response rate. As a consequence of
the address sample design, the response rate that characterized the NMES Round One interview
was not affected by a component of nonresponse due to inability to locate.

Under a NMES design that attempted to include the movers in the sample, the field
period for the Round One interview would have had to be extended. This would be reguired in

order to accommodate the time needed to locate the movers and conduct the interview. This
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extension in the field period would have a potentially adverse effect on the quality of data
obtained from the movers, due to the extended length of the recall period that characterized their
interview. Use of an address sample design for NMES eliminated the component of response
error that would be attributable to this particular extension in recall period. Alternatively, the
problems inherent with tracing movers in a NMES survey that considered a household design
eould be noticeably reduced by a field redesign that facilitated a significant Imduclinn in the
average lag period between the screener and Round One interviews.

The NMES address sample design was cost effective and achieved an acceptable response
mtamhﬁvatuadaﬁgnthm“muldhavemchdmvm.lnaddiﬁm,ﬂuquz!itynfthcltmnd
One data was expected to be improved, as a consequence of the shorter length of recall period
(where respondents were required to provide health care information at the time of the Round
One interview relative to 1/1/87) that characterized the respondents of the address sample
design. The major potential limitation of the adopted design was with respect to the precision
of survey estimates. Even on this sensitive dimension, study findings indicated only a slight loss
in the precision of survey estimates derived fmmtheac}c‘!ress sample design. Consequently, the
overall benefits of the address sample design were realized in the National Medical Expenditure

Survey, with only minimal effects on the precision of survey estimates.

A supplemental sample of refusals to the screener and other nonresponding dwelling units was
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also included in the round 1 sample, to improve the overall NMES response rate over the four
rounds of data collection. In addition to 1,600 dwelling units classified as screener interview
refusals, another 916 dwelling units were categorized as "other nonresponse”. The other
nonresponse classification included dwelling units where no one was home after four calls,
where the potential household respondents were unavailable during the screener field period, and
where respondents were considered too ill to complete the interview.

Refusals and other nonresponding dwelling units were classified into the same four strata
used for sampling vacant addresses. A sample of 645 addresses with dwelling units categorized
as refusals to the screener was then selected from the 1,600 addresses with such eligible units
and a sample of 376 addresses with dwelling units categorized as other nonresponding units were
selected from 916 addresses with eligible units with this classification. Consequently, the only
set of screencr nonrespondents that were not considered for selection in the first round of the

NMES household survey consisted of dwelling units with a language problem, dwelling units

where the interviewer was unable to enter the structure, and those classified in the residual

nonresponse caiegory. These 234 dwelling units were not targeted for selection in round 1
because of the low probability of converting them to participate in the four rounds of the
household survey. By recontacting the nonrespondents to the NMES screener interview, 99.26
percent of the sample of all households were given a chance to participate in the NMES round
I interview. It should be noted, however, that any new dwelling units built during the five
month lag time between the screener and the round 1 interview were not included in the round
1 sample frame. The final round 1 sample is summarized in Table 3.

TABLE 3 AROUT HERE
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Round One Field Results

As noted, the joint screener-round one response rate for the targeted round 1 address
sample based on responses to the screener interview, including the screener vacant sample, was
82.1 percent. This round 1 response rate was improved by recontacting nonrespondents to the
NMES screener interview. In the set of refielded addresses which were characterized by screener
nonresponse, 372 (40.1 percent) of the 928 eligible reporting units responded in round 1. This
sampling approach contributed an additional 3.3 percent to the joint response rate. Overall, the

joint screener round one response rate for the NMES was 85.4 percent.

Panel surveys are subject to wave nonresponse, which occurs when responses are
obtained for some but not all waves of the survey. Prior to selecting an adjustment strategy, it
1s essential that the patterns of nonresponse and potential correlates are examined. When levels
of sample attrition are high, it has been suggested that wave nonresponse is related to level of
respondent burden (Czajka, 1086). Generally, the process of sample attrition is non-random
(Short and McArthur, 1986). Partial respondents are often distinguished from their complete
respondent counterparts on a number of dimensions. These distinctions should be considered

in the determination of a nonresponse adjustment strategy.

Two general strategies to correct for sample attrition have gained acceptability in the

statistical community: sampling weight nonresponse adjustments and imputation (Kalton, 1986;
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Czajka, 1986; Herringa and Lepkowski, 1986). Weight adjustments for sample arition are
rather straightforward to implement and avoid the increase in sampling variance expected in
survey estimates as a function of imputation. The primary limiting features of the technique are
the loss of large amounts of useful data provided by partial respondents, and the deleterious
impact of large nonresponse adjustments to sampling weights on the precision of survey
estimates. Imputation for panel attrition allows for the inclusion of partial respondents in thr.
derivation of survey estimates, and the use of the data they have provided. Within the
imputation framework, there are several general methodologies that are considered to
compensate for panel nonresponse: longitudinal hot deck imputation (Herringa and Lepkowski,
1986). Due to the large number of time dependent analytical measures that are directly affected
by sample attrition and the sophisticated software requirements to implement the technique,

imputation compensation strategies are the more costly of the two types of strategies.
o Characteristics of the NMES Part-Year Respondents

Of 36,753 key participants in the NMES huusei:nld survey, 2,294, or 6.2 percent,
responded for some, but not all, of the time period in 1987 for which they were eligible. Key
sample respondents to the household survey consisted of all civilian non-institutionalized
individuals who responded to the Round One interview, in addition to individuals who joined
responding Round One reporting units and did not have an opportunity for selection during the
period of time that spanned the Round One field period (new babies, military returning to

civilian status, individuals in instititions or outside the country retuming to their primary
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residence). To ascertain the potential level of nonresponse bias that was attributable to partial
response in NMES, it was necessary to determine whether the part-year respondents differed
systematically from their full year counterparts. To facilitate these comparisons, demographic
profiles of these two distinct respondent groups were compared for the following measures:
gender, age, race/ethnicity, marital status, years of school completed, census region, size of city,

and indicators of functional status.

Since the nonresponse adjustment strategies employed to correct for part-year
nonresponse would be dependent on a respondent's data profile for his period of participation
in the survey, it was necessary to impose a thresshold on what constituted a minimally
acceptable time representation ofparﬁddanfmﬁakin;mualmdunalhmlthm:mﬁmm.
In NMES-2, the minimum part-year response requirement of data for more than one-third of a
respondent's period of eligibility followed the approach taken in the 1980 National Medical Care
Utilization and Expenditure Survey (sponsored by the National Center for Health Statistics). In
NMES-2, 48.6 percent of the pant-year respondents (1,114 individuals) who constituted 6.2
percent of the person level sample, did not satisfy this criterion. Consequently, they were treated
as total nonrespondents and a standard weighting class adjustment for non-response was applied

to the sampling weights of the remaining respondents to correct for their exclusion.
The comparisons of the race/ethnicity distributions for the part-year n:spuddmts with data

for at least one-third of their period of eligibility in 1987 (henceforth referred to as par-year

respondents) and full year respondents revealed a significantly greater representation of whites
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and other races (non-black, non-Hispanic) among the individuals that provided complete data
 when compared to the partial respondents (Cohen, Johnson and Carlson, 1989). This pattern
was also observed in the 1977 National Medical Care Expenditure Survey (NMCES), which was
the predecessor of NMES (Cohen, 1982). Alternatively, the partial respondents had a higher
representation of Hispanics than their complete data counterparts. Mmﬂsun_ﬁgnjﬁmﬂy
higher representation of the partial respondents living in the 19 largest Standard Metropolitan
Statistical Areas (SMSAs) in the nation, indicating a greater likelihood of sample attrition in
'NMES in the large urban metropolitan areas. Furthermore, partial respondents were more likely
to reside in the Northeast region of the United States than individuals who provided full year

response profiles.

No significant gender differcatials were noted across respondent groups. With respect
to marital status, the full year respondents were more likely to be married than their partial
respondent counterparts. Alternatively, the partial respondents had a greater representation of
never married individuals, which mirrored the 1977 NMCES experience. Furthermore, a
comparison of the age distributions that characterized the respective respondent groups revealed
that partial respondents were more likely to be aged 20-29. Since this age group represents a
highly mobile population subgroup, this suggests that the sample attrition that they displayed in
the NMES was partially a function of migration, Furthermore, complete respondents had a
higher representation of elderly individuals between the ages 70-74 than their partial respondent
counterparts. With respect to years of education completed, the partial respondents had a higher

representation of individuals with some high school training, as indicated by at least 9-11 years

400




of education.

To minimize the nonresponse bias in survey estimates attributable to partial response, an
appropriate estimation strategy is needed to adjust the data for the remaining sample members
whudidnmmwfmﬂwirmﬁmpﬂiodufcﬁgﬂ)ﬂity. In view of the programming
time and cost necessary to implement an.imputation strategy to correct for partial nonresponse,
and the relatively small representation of partial nonrespondents in NMES, the advantages of this
technique for NMES application were not obvious. The technique would require the linkage of
partial respondents to complete respondents with matching demographic and health status
profiles, the extraction of data from the complete respondent which corresponded to the
nonresponding time period of the partial respondent, and its imputation to the partial respondent

for each time dependent variable in NMES-2, representing a complex and expensive process.

Traditionally, when the level of partial response is low, it is often preferable to treat
partial respondents as complete nonrespondents. Using this approach, only those sample
participants providing complete data would be used in the analysis. This was the approach taken
for the remaining pari-year respondents in the NMES-2 household survey. Weighting classes
were formed by cross-classifications of the following measures: race/ethnicity, age and gender.

The person level sampling weights for the full year respondents were further post-stratified to

poverty status estimates derived from the Current Population Survey.
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Instisusional Podulation O

The Institutional Population Component (IPC) of the National Medical Expenditure
Survey (NMES) was established to provide an assessment of the health care utilization, costs,
sources of payment and health insurance coverage of the U.S. institutionalized population
residing in nursing and personal care homes (NH), and in facilities for the mentally retarded
(MR). The primary objective of the survey was to estimate the use of and expenses for health
care services for all persons residing in institutions at any time during calendar year 1987. @
obtain a nationally representative sample of the 1087 institutional user population, the survey
included a sample of residents residing in selected facilities as of January 1, 1987, in addition
to a representative sample of admissions to the selected facilities over the course of 1987. The

union of these samples served to represent the 1987 institutional user population.

o Sample Design

The adopied NMES instirutional population survey is a soatified, two stage probability
design with two phases of facility selection. Current residents (residents on January 1, 1987) and
admissions (persons admitted between January 1, and December 31, 1987) were sampled within
participating facilities at the second stage.

The IPC facility sample consisted of 851 eligible nursing and personal care homes and
730 eligible facilities for the mentally retarded. Facilities were considered to be respondents to
the survey when they completed a Facility Questionnaire. Consequently, the IPC facility level

response rate was 95.2 percent for nursing and personal care homes, and 94.7 percent for
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facilities for the mentally retarded.

The design of the survey required that the institutional use and expenditure data for
current residents were to be collected for their entire period(s) of institutionalization in 1987,
In contrast, IPC data collection for the admissions sample began with their first admission to a
sampled IPC eligible facility, independent of prior institutional stays over the course of 1987.
Consequently, their 1987 institutional data collection period was constrained. For estimation
purposes, individuals who responded for at least a third of their eligibility period of institutional

data collection were considered respondents.

In the nursing and personal care IPC sampie, 805 participating fucilitiss (94.6 percent)
allowed for the selection of a sample of their residents as of January 1, 1987, Ovemall, 3,392
cligible residents were selected, representing a national nursing and personal care home
population of 1.5 million residents. Similarly, in the IPC sample of facilities for the
mentally retarded, 685 participating facilities (93.8 percent) allowed for "curremt” resident
sampling. Overall, 3,738 eligible residents were selected, representing a national population of
212,000 residents in facilities for the mentally retarded.

Overall, the response rate in the IPC for current residents providing data for at least one-
third of their period of institutionalization in 1987 was 89.5 percent for residents in nursing and
personal care homes (.946 facility level response rate x .946 resident level response rate), and
88.4 percent for residents in facilities for the mentally retarded (.938 facility level response rate
x .942 resident level response rate). This data was to be obtained in the IPC through the

administration of the Institutional Use and Expenditure Questionnaire (TUEQ), to be completed
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by facility staff (Edwards and Edwards, 1989).

The admissions sample consisted of 2,608 eligible sampled admissions to nursing and
personal care homes, and 889 eligible sampled admissions to facilities for the mentally retarded.
Sampled admissions were defined to be individuals who were admitted to the sampled IPC
facility during 1987 and had no prior admissions to that facility during the survey year.

In the nursing and personal care home sample, 758 participating facilities (89.1 percent)
allowed for the sample selection of admissions at all rounds of data collection. Similarly, 657
facilities for the mentally retarded (90 percent) allowed for the sample selection of new
admissions at all rounds of data collection. .

Overall, the response rate for new admissions providing data for at least one-third of their
period of institutionalization in 1987 was 81.2 percent for those sampled in nursing and personal
care homes (.891 facility level response rate x .911 admission response), and 81.3 percent for
admissions sampled in facilities for the mentally retarded (.900 facility level response rate x .903
admissions response rate).

Data collected from facility respondents included facility level characteristics, physical
and mental health status and functional limitations of sampled persons, and their socio-
demographic characteristics and residential history in and immediately before admission to
sampled facilities. Information collected on health care services use and expenses included
facility services provided, charges and sources of payment, hospitalizations during the
institutionalized period and associated conditions, number of physician contacts, and contacts
with other medical care providers and therapists.

This data collection effort was referred to as the Survey in Institutions (SIT). During each visit,
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proceeded to select the sample (Edwards and Edwards, 1989). The current resident sample was
selected from a list of all residents in sample facilities as of January 1, 1987. Similarly, the
admission samples were selected on three separate occasions in cooperating facilities from
separate lists of all admissions that occurred during the following time periods in 1987: January
1 to April 30, May 1 to August 31, and September 1 to December 31. Sampl_ad persons were
followed throughout 1987. For those who left the facilities in which they were selected, facility
use and expenditure data were collected up to the time of discharge. If a sample person entered
another IPC-eligible facility, the institutional data collection procedures were continued in the

new facility.

Since study objectives required data that facility staff could not be expected to provide,
the IPC also included a Survey of Next of Kin. This survey consisted t:;fasunfquen:inmuircs
administered to community respondents who knew about sampled persons and their lives outside
of institutions. Data were obtained on use and expenditures linked to specific residence periods,
living arrangements outside of sampled institutions, perceptions of health status and functional

limitations, and arrangements for informal care,
o The NMES Institutional User Population

The IPC sample design consisted of two distinct selections of 1987 institutional users:

the first sclection was designed to provide a representative national sample of residents in IPC
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eligible facilites as of January, 1, 1987 (current residents); and the other selection was designed
to provide a nationally representative sample of 1987 admissions to IPC eligible facilities. The
' strict requirement of a single day of sample eligibility for the current resident sample resulted
in a single opportunity of selection for each sampled current resident as of 1/1/87. Imposition
nflsimﬂuremicﬁlnnfmthes:luctimofldnﬂssiom. requiring the selection of individuals
experiencing their first institutional stay in 1987, would have simplified the sample design by
allowing each sampled institutional user a single opportunity of selection. Since this information
regarding an individual's prior periods of institutionalization was not available at the time of
sample selection, and often unavailable from facility records, such a restriction could not be
imposed. Resident history information for sampled admissions was often obtained through the
IPC Survey of Next of Kin, whereby community respondents who knew about sampled persons
would be the primary source for information regarding prior institutional stays.

As a consequence of the sample selection scheme that was employed, an individual who
experienced more than one institutional stay over the course of 1987 had multiple chances of
sclection into the TPC sample. Furthermore, a subset of sampled admissions was determined to
have also resided in an IPC eligible facility on 1/1/87, indicating an overlap with the
independent sample of January 1 residents. In order to identify the sample of institutional users
that had multiple opportunities of selection in the IPC sample, it was necessary to further classify
the IPC sample of institutional users according to their institutional experience over the course

of 1987.

o Classification of Current Resident Sample
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With respect to the population of institutional users that resided in an IPC eligible facility
on .Imﬁry 1, 1987 (referred to as current residents), four mutually exclusive and exhaustive
classifications are specified in order to characterize their institutional experience over the course
of 1987 (Figure 1). More specifically, the first group of current residents consists of institutional
users who remained in the same facility over the course of 1987. Residents in this class are
refenudtaasmﬁcruﬂymruidmt;{ﬂmnpl}.Thmﬂdnssnfmnmtmm
of institutional users who remained in the same facility for only part of calendar year 1987, with
no subsequent admissions to IPC eligible facilities (i.e., nursing and personal care homes and
facilities for thc mentally retarded that met the definition for eligibility in the NMES IPC) over
the course of 1987. These institutional users are referred to as single stay part-year residents
(Group 2). Current residents with this classification could have returned to the community as
a member of the civillan non-institutionalized population, been transferred o an out-of scope
facility or institution (e.g., acute care hospital, psychiatric institution), or died while in the
institutional setting.

FIGURE 2 ABOUT HERE

The remaining current residents experienced atle:;ston:mhsequ:m admission to an IPC
eligible facility over the course of 1987. They are distinguished in the following manner. The
first group consists of current residents who were formally discharged from the facility they
resided in as of January 1, 1987 and subsequently were readmitted to the same facility over the
course of 1987. These institutional users are referred to as current residents with re-admissions
to same facility (Group 3), and consist of residents with one or more re-admissions restricted

to the same facility over the course of 1987. Alternatively, the remaining group consists of
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current residents with admissions to different facilities (Group 4). This classification also
includes institutional users who were re-admitted to the same facility they resided in on 1/1/87
and who also experienced at least one admission to a different IPC eligible facility over the

course of 1987.

Classification of Individuals Sampled as Admissions

In a complementary manner, four mutually exclusive and exhaustive classifications are
specified in order to characterize individuals who experienced at least one admission to an IPC
eligible facility over the course of 1987: these individuals are referred to as sampled admissions
(Figure 1). The first class of affected institutional users consists of individuals who were not
residents in IPC eligible facilities as of 1/1/87 and whose first institutional admission in 1987
was in a sampled TPC facility (Primary Sample Facility (PSF)). Instwutional users in this class
are referred to as sampled admissions with initial 1987 admission to an IPC Primary Sample
Facility (Group 5). This group includes individuals with one or more unique admissions to
ehigible institutions over the course of 1987 (Groups 5a or 5b, and Groups 5¢ or 5d,
respectively) . _

The next classification identifies individuals with a 1987 institutional admission to an IPC
Primary Sample Facility, who were also residents in the same facility as of 1/1/87. Institutional
users in this group are referred to as residents sampled as admissions with 1987 admission(s)
to the same IPC Primary Sample Facility (Group 6). This group of institutional users was
already represented in the NMES Institutional Population Component Survey by current residents

clascified ac residents with re-admissions to same facility (Group 3), and by a subset of the
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residents with admissions to different facilities (Group 4) who were also re-admitted to the
PﬂmmSmphFaﬁﬁH.Anm&aqumnfﬂnmhidmﬁfﬁngﬁmcumﬂmHmﬂwhd
were re-admitted to the same facility over the course of 1987, they were not considered eligible
for IPC data collection. A related group of institutional users consists of individuals with an
admission to an IPC Primary Sample Facility who were also residents in an non-sampled IPC
eligible facility as of 1/1/87. Such individuals are referred to as residents in non-sampled
facilities with 1987 admission(s) to an IPC Primary Sample Facility (Group 7). This class
of institutional users was also dually represented in the NMES IPC sample by a subset of the
current residents with admissions to different facilities (Group 4). These sampled admissions
were not excluded from IPC data collection as a consequence of being unable to determine, at
the time of sampling, whether they were institutionalized in some other IPC eligible facility on
January 1, 1987.

The remaining group of institutional users with 1987 admissions consists of individuals
who did not reside in IPC eligible settings as of 1/1/87, and who were admitted to non-sampled
IPC eligible facilities in 1987 prior to an admission to a Primary Sample Facility. Institutional
users in this class are referred to as admissions in IPC Primary Sample Facilities with initial
1987 admission to a non-sampled IPC eligible facility (Group 8). This class of institutional
users was also dually represented in the NMES IPC sample by a subset of the new admissions

with initial 1987 admission to an IPC Primary Sample Facility (Group 5d).

IPC Sample Distribution of Institutional Users

A summary of the IPC sample distribution of institutional users, further distinguished by
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facility setting, is presented in Table 4. These tabulations include individuals with response
profiles for utilization and expenditure data for at least a third of their period(s) of
institutionalization in 1987, beginning with their sampled stay. For current residents, this
translated to their entire period(s) of institutionalization in 1987. Alternatively, individuals with
1987 admissions were classified as respondents when response profiles were obtained for at least
a third of their institutional experience in 1987, beginning with their sampled ndmi.ﬁinn;
Inclusion of these partial respondents in the derivation of national health care utilization and
expenditure estimates for the institutional user population requires implementation of an
imputation procedure to adjust for missing time dependent data (Cohen and Potter, 1990). Since
IPC data collection for the admission sample began with their first admission to a sampled IPC
facility, their 1987 institutional data collection period was constrained. When resident history
information was not obtained either through the IPC Survey of Next of Kin or the IPC Survey
in Institutions for periods in 1987 prior to their sampled admission, resident history profiles
were imputed for the missing time gaps in 1987 (Potter and Cunningham, 1990). Inclusion of
these sampled admissions with prior periods of institutionalization in the derivation of national
health care utilization and expenditure estimates for the institutional user population also requires
implementation of additional imputation procedures to correct for missing time dependent data
(Cohen and Potter, 1990).

The sample of institutional users in nursing and personal care homes consisted of 5,585
respondents, with 3,209 (57.5 percent) sampled as current residents and 2,376 (42.5 percent)
sampled as 1987 admissions (Table 4). Relative to the current resident sample, 2,586 (80.6

percent) were classified as static full year recidents (Group 1), another 150 (4.7 percent) were
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single stay ﬁaﬂ-y@r residents (Group 2), with the remaining 473 (14.7 percent) ﬁxpenunmng
subsequent admissions to eligible facilities in 1987 (Groups 3 and 4). After excluding the 448
sampled admissions that were considered ineligible for IPC data collection (Group 6), the
admission sample was dominated by 2,002 (84.3 percent) institutional users who were not
institutionalized on 1/1/87 (Groups 5 and 8).

Alternatively, the sample of institutional users in facilities for the mentally retarded
consisted of 4,323 respondents, with 3,520 (81.4 percent) sampled as current residents and 803
' (18.6 percent) sampled as 1987 admissions (Table 4). As a consequence of the low
representation of sampled admissions in these types of facilities in any given year, IPC sample
size specifications for the admission sample in facilities for the mentally retarded did not assume
separate national estimates would be made for the sampled admissions. Relative to the current
resident sample, 3,089 (87.8 percent) were classified as static full year residents (Group 1), and
another 73 (2.1 percent) were single stay part-year residents (Group 2). The remaining 358
experiencing subsequent admissions to eligible facilities in 1987 (Groups 3 and 4) with the
majority (316) experiencing admissions to non-sampled facilities (Group 4). After excluding the
76 sampled admissions that were considered ineligible for IPC data collection (Group 6), the
admission sample was primarily represented by 432 (53.8 percent) institutional users who were
not institutionalized on 1/1/87 (Groups 5 and 8).

TABLE 4 ABOUT HERE

o Estimarion Strategy for the Instinntional User Population
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The stratified, multi-stage probability sample design adopted for the IPC institutional user
" population allows for the derivation of approximately unbiased estimates of health care
parameters at the national level. This is conditioned upon the application of sampling weights
to the sample data that properly reflect the sample selection scheme. The sampling weight for
a sample member is defined as the reciprocal of a sample unit’s probability of selection (Cox
and Cohen, 1985). The estimation strategy for the IPC includes additional adjustments for all
levels of nonresponse experienced in the survey. Nonresponse adjustments to the sampling
‘weights have been implemented at the facility level and the institutional user level. To further
improve the precision of survey estimates that characterize the IPC sample, post-stratification
adjustments on facility level and resident level characteristics have also been implemented, using
information from the 1986 Inventory of Long Term Care Places (Flyer, 1992).

Onc estimation strategy under consideration attempted to maximize the precision in
survey estimates that characterize the institutional user population by the inclusion of all
responding sampled institutional users in the estimation process. However, the implementation
of this estimation strategy is not without penaity. In order to derive national estimates of the
health care utilization and expenditure experience fnrrttu: institutional user population, an
imputation strategy must be considered to correct for missing time dependent health care data
associated with institutional stays in 1987 prior to the sampled admission. Greater programming
resources are required to implement the imputation process that corrects for missing time
dependent health care utilization and expenditure data. The approach requires a determination
of the exact time period for which institutional data is missing, a linkage between the

institutional user with missing time dependent data to the best matching donor with a complete

412




data profile (using minimum distance function techniques), and imputing the appropriate time
dependent data from donor to recipient (Cohen, 1992). The inclusion of sampled units that have
multiple opportunities of selection in the derivation of national estimates requires additional
adjustments to the survey sampling weights that reflect corrections to sample unit selection
probabilities. Fulrth:rmﬂm, the inclusion of a multiplicity adjustment to the estimation weights
of institutional users selected from the IPC admission sample adds greater variability to their
sampling weight distribution, partially limiting the expected gain in precision associated with an

increase in sample size.

Given the complexities associated with the implementation of this strategy, and the need
to provide timely national health care expenditure estimates of the institutional user population,
an alternative approach was adopted for the derivation of use and expenditure estimates and other
time dependent measures. More specifically, the altemative estimation strategy restricted the
admission sample to institutional users whose first institutional stay in 1987 was in a sampled
facility (i.e., Group 5). Adoption of this approach obviaies the peed for an imputation sirategy
to correct for missing time dependent data associated with institutional stays in 1987 prior to an
institutional user's sampled admission. Furthermore, the restriction of the [PC admission sample
1o a sample of first institutional stays in 1987 obviates the need for a multiplicity adjustment to
estimation weights and an adjustment for dual frame representation of residents in facilities as
of 1/1/87. This is a consequence of limiting the sample of institutional users to a single
opportunity of selection. Institutional users determined to have experienced institutional stays

prior to their sampled admission (Groups 7 and 8) would be defined as ineligible for the
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purposes of estimation.

Implementation of this approach results in a sample diminution of 513 out of 5585
respondents for the sample in nursing and personal care homes (9.2 percent reduction) and a
comparable loss of 403 M4,323mpondﬁusinthenﬁplenffaciﬁtiﬁfmthe mentally retarded
(9.3 percent reduction). The impact of this sample reswriction on the precision of survey
estimates translates to a 4.9 percent increase in the standard errors that characterize the survey
aﬂimmnfaﬂinsﬁmﬁmulummnuningandpemnalmebmnusandamnﬁpundjngﬂ
percent increment for the sample in facilities for the mentally retarded. Greater increments in
standard errors are to be noted for the subset of institutional users that experience admissions
during 1987. Although the magnitude of this loss in precision is non-negligible, it falls within
acceptable levels when contrasted with the time and resource demands inherent in the
implementation of an imputation strategy to correct for missing time dependent dnﬁ associated
with institutional stays in 1987 prior to an institutional user's sampled admission. Furthermore,
consideration of the restricted first admission sample for the purposes of estimation eliminates
exposure to a component of nonresponse bias due to missing time dependent data for prior
institutional stays. This component of bias is often only partially reduced through application of
imputation techniques. Implementation of imputation strategies to correct for missing time
dependent health care utilization and expenditure data associated with prior institutional stays will
inform future methodological investigations regarding the impact on survey estimates and their
precision due to the inclusion of individuals whose sampled admission was not their first

institutional stay in 1987.
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6. Summary
The next cycle of the National Medical Expenditure Survey (NMES-3) will be in the field

from 1996 through 1997, in order to obtain health care utilization, expenditure and insurance
mwﬂunmﬂm@uchmﬂﬁm&&ehmlﬁmmﬁmufm:iﬁﬁmm-
institutionalized population and the population in nursing home for calendar year 1996. A
number of design strategies that have heen adopted in NMES-2 will also be considered for the
NMES-3. Dn;:dusign feature of the NMES-2 Household Survey that will not be adopted for
NMES-2 is the address sample design. This decision was not based on any design limitations
that were identified in NMES-2 with the adoption of the address sample design, but driven by
additional analytical demands placed on the survey. One of the primary motivations for the
:huiceoflggﬁlsthtﬁmepeﬁndfmdnumuacﬁmwuthenudmhavebueﬁmdaptnm
the impact of health care reform on the nation's health care experience. A number of fast-track
states are already in the process of implement health care reform initiatives. Consequently, the
households identified for sample selection through the administration of a screening interview
will also be subject to an additional interview in the fall of 1995. to gauge their satisfaction with
the health care delivery system, their perceptions regarding access, and their current level of
health insurance coverage. Since one of the analytical objectives of the NMES-3 houschold
survey will be to assess the longitudinal changes in insurance coverage and access to health
health care system over time, including data from the fall of 1995, it will be necessary to follow

the same individuals that complete the screening and baseline interviews in the fall of 1995.

The NMES-? was successful with ite strategy to re-field a supplemental sample of
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refusals to the screener and other nonresponding dwelling units in the first core round of data
collection for the Household Survey. This strategy resulted in a three percent improvement to
the overall NMES-2 response rate over the four rounds of data collection. As response rates are
monitored for both the NMES-3 household and nursing home surveys, this design strategy will

again be given serious consideration.

As a consequence of the panel designs of the NMES-3 household and nursing home
surveys, wave nonresponse will remain a concern. As in NMES-2, methodological investigations
will be conducted to determine whether the part-year respondents differ systematically from their
full year counterparts. Both the level of nonresponse encountered in NMES-3 and the results
of the evaluation of the patterns of nonresponse will guide the choice of the nonresponse

adjustment strategy that is to be implementad.

Based on the estimation strategy considered in NMES-2 to represent the institutional user
population, the NMES-3 nursing home survey design will employ a data collection scheme that
limits the likelihood of multiple opportunities of selection into the survey. The planned design
will restrict the admission sample for estimation purposes to a sample of individuals experiencing
their first institutional stay in a sampled facility for the targeted survey year. Results from the
NMES Institutional Population Component Feasibility Study revealed that facility respondents
are able to provide accurate information regarding an individual's prior period of
institutionalization in a given year. It is recognized that the restriction of the sample of

admissions to the individuals experiencing their first institational stay in a sampled facility for
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However, theahiﬁtymmeﬁcﬂityinfomﬁonnnpﬂmadmisﬁun;farﬂmwlmmdnmphwiﬂ
result in significant cost savings to the survey, based on a reduction in unnecessary data

collection activities associated with cases that are not eligible for estimation purposes.

1_References
Cohen, S. B. (1982). "An Analysis of Alternative Imputation Strategies for Individuals with
Partial Data in the National Medical Care Expenditure Survey”, Review of Public Data

Use, 10:153-165.

Cohen, S. B., P. Flyer and D.E.B. Potter (1987). "Sample Design of the Institutional Population
Component of the National Medical Expenditure Survey". Presented at the Annual

Meeting of the American Public Health Association, New Orleans, LA.

Cohen, S. B., R. DiGaetano and J. Waksberg (1991). Sample Design of the National Medical

Expenditure Survey Household Survey, Methods 3. Department of Health and Human
Services, Public Health Service, Agency for Health Care Policy and Research.

Cohen, S. B., D.E.B. Potter and P. Flyer (1993). Sample Design of the National Medical

Health and Human Services, Public Health Service, Agency for Health Care Policy and

Research.

417




Cohen, S.B., A.E. Johnson and B.L. Carlson (1989). "An Analysis of Pan-Year Nonresponse

in the Household Component of the National Medical Expenditure Survey". Journal of

Economic and Social Measurement, 15:281-299.

Cohen, S5.B., and D.IE.B. Potter (1993). "An Estimation Strategy to REepresent the Instimtional
User Population in the 1987 National Medical Expenditure Survey". Journal of Economic
and Social Measurement, 19:159-177.

Cohen, S.B. and A.E. Johnson (1992). "Address Sample Effects the National Medical
Expenditure Survey". The American Statistician 46: 100-105.

Cohen, S B.and D.ERB. Potter (199(0). "An Analysis of Parnt-Year Nonresponse in the

Institutional Population Component of the National Medical Expenditure Survey”.

Cox, B.G., and 5.B. Cohen (1985). Methodological Issues for Health Care Surveys. New
York, Basel: Marcel Dekker, Inc.

Cox, B., R. Folsom, B. Moser and T. Virag (1979). Housing Unit Versus Household as the

Sampling Unit, Report No.RT1/1725/01-015, Research Triangle Park, North Carolina.

418




Iw

Czajka, J.L. (1986). "Discussion of Papers on Nonresponse in the Survey of Income and

Program Participation”. P

DiGaetano, R.G. (1987). Sampling Report for the Selection of Dwelling Units for the
Household Survey of the NMES., NMES Report No. 1.00. Westat, Inc., Rockville,

Maryland.

DiGaetano, R.G., and J. Waksberg (1986). Sample Design of the Household Survey (HHS) and

the Survey of American Indians and Alaska Natives (SALAN). NMES Report No. 1.46.

Westat, Inc., Rockville, Maryland.

Department of Health and Human Services, Public Heaith Service, National Center for

Health Services and Health Care Technology Assessment, DHHS Pub. No. (PHS) §9-

3440,

Flyer, P. (1992).
National Medical Expenditure Survey, NMES Internal Report. Westat, Inc., Rockville,
Maryland.

Herringa, S.G. and I M. Lepkowski (1986). "Longitndinal Imputation for SIPP". ASA.

419




"Kalton, G. "Handling Wave Nonresponse in Panel Surveys”. Journal of Official Statistics,
2:303-314.

Kish, L. (1965). Survey Sampling. New York: New York, John Wiley and Sons.

Moeller, 1.F. and N. A. Mathiowetz (1990). Problems of Screening for Poverty Status.
American Statistical Association: Proceedings of the Section on Survey Research

Methods.

Potter, D.E.B. and P.J. Cunningham (1990). "Constructing Year-Long Profiles of Residence

Histories for a National Sample of Nursing Home Users." American Statistical

Sirken, M. G. (1970). "Household Surveys with Multiplicity." Journal of the American
Statistical Association, 65,257-266.

Short, K. and E. McArthur (1986). "Life Event and Sample Attrition in the Survey of Income

and Program Participation”, A
Methods.

420




U.S. Bureau of the Census (1987). Current Population Reports, Series P-25, No. 957.

421




NMES seresner sample NMES round 1 sample

[ Same respondents

Nonrespondents

— Incligibles

Sample addresses,
responding
[ New respondents

New nonrespondents

Vacant

 Respondents

Vacant addresses Nonrespondents

Vacam

[ Respondents

Sample addresses,
nonresponding Nonrespondents

[~ New refusals

Vacant
Figure 1. Results of NMES Address Sample Design: Transitions from Screener to Round 1.
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Table®. NMES Household Survey field results at the RU level, round 1

Murr.per of Round 1 Vacant,
adoresses oither nota Overall

Screener targeted Round | Round | non- Other  dwelling response
disposition for round | responding  refusal  response  Movess  imeligible uanit Total rare
Responding 153,130 14,060 1234 296 BT 53 el 17412

Response rate 0912 0.902 0.079 ~ooig ox21®
Vacant 1,464 408 a7 24 r 1 1016 1510

Response raie - 0.852 0098 0.0%0
Monresponding 1,021 i 470 86 - n- 1 1.052 Y

Response rate 0.081 0.401 0.504 0.093 0.033
MNonresponding
niot fielded 134

Response raie 0.007 - - - - - - - 0.000
Toxal 14,840 1,751 405 849 19 1.849 19,974 0.854

*Ineligible for reund |
*Combined round | response rate for responding and vacant addresses based on screener interview.
Source: Agcncy for Health Care Pulicy and Reszarch. National Medical Expenditure Survey.
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il 5.8, Cohen and D.E.B. Pouer ¢ Estimavion Sirategy :
Figure' e
Graphic Representation of Institwiional User Population in the 1987 Mational Medical
Expenditure Survey
Liser Tyoe Tnsinunional Expersence Over the Course of 1987
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Facabivees
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mansonis) with 1987 admassionis)
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'Sampled persans meeting the criterion foe User Type 3 and User Tvpe 4 were classified as User Tiped.
"Sampied persons meenng 1he criterion for User Type %e and User Type 5d were elassified as User

Type 8d

'Sampled persans mesting critenion for User Tyne & were chassiled as ineligible .

& Potential addinonal admisssons,
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Tabie 4

Distribution of the Institational User Population, by User and Facility Type, Unweighted (Mation-
al Medical Expenditure Survey = Institutional Population Component: United States, 1987)

Mursing and Facilities for the
personal care homes mentally recarded
Uiser 1ype Mumber Percent Mum