Statistical Policy
Working Paper 23

Seminar on New Directions in
Statistical Methodology

Part3o0f 3
%

Federal Committee on Statistical Methodology

Statistical Policy Office
Office of Information and Regulatory Affairs
Office of Management and Budget

June 1995



MEMBERE OF THE FEDERAL COMMITTEE ON
STATISTICAL METHODOLOGY

{June 1985)

Maria E. Gonzalez, Chair
Cffice of Management and Budget

M. Denice McCormick Myers, Secretary
Naticnal Agricultural Statistics Service

Su=an W. Ahmed
National Center for
Education Statistics

Yvenne M. Bishop
Energy Informaticn
Administration

Cynthia Z.F. Clark
National Agricultural
Statistics Service

Steven Cohen
Administration for Health
Policy Research

Lawrence H. Cox
Enviroomental Protectlion

Agency

Zahava D. Doering
Smithsonian Institution

Daniel Kasprzyk
National Center for
Education Statistics

Wancy Kirkendall
Energy Information
Administration

Daniel Melnick
Substance 2Zbuse and Mental

Health Services Administration

REokert P. Parker

Bureau of Economic Analysis

Charles P. Pautler, Jr.
Bureau of the Census

David A. Pierce
Federal EReseerve Board

Thomas J. Plewes
Bureau of Labor Stati=tics

Wesley L. Schaible
Bureau of Labor Statistics

Relf R. Schmitt
Bureau of Transportation
Statistics

Monroe G. Sirken
WabLiovnal Center for
Health Statistics

Robert D. Tortora
Bureau of the Census

Alan R. Tupek
National Secience Foundation

Denton R. Vaughan
Soclal Securlty
Administration

Robart Warren

Immigration and Naturalization

Service

3. David Williamson
Centers for Disease Control
and Prewvention



FREFACE

The Federal Committee on Statistical Methodology was organized by
the Office of Management and Budget (OMB) in 1975 to investigate
issues of data quality affecting Federal statistics. Members of
the committee, selected by OMBE on the basis of their individual
expertise and interest in statistical methods, serve in a
perscnal capacity rather than as agency representatives. The
committee conducts its work through subcommittees that are
organized to study particular issues and prepare working papers
presenting their findings. The subcommittees are cpen by
invitation tec Federal employses who wish to participate. This is
the 23rd Statistical Pelicy Working Paper published under the
auspices of the committee since its founding.

On May 25-26, 1994, the Council of Professional Associations on
Federal Statistics (COPAFS) hosted a "Seminar on New Directicons
in Statistical Methodology." Developed to capitalize on work
undertaken during the past fifteen years by the Federal Committee
on Statistical Methodelogy and its subcommittees, the seminar
focused on a variety of topics that have been explored thus far
in the Statistical Policy Working Paper series and on work on
statistical standards undertaken by the Statistical Policy Office
at OME. The subjects covered at the seminar included:

Economic Classification Revisions

Disclosure Limitation Methodology

Customer Surveys

Advances in Data Editing

Time Series Revision Policies

Incentives in Surveys

Computer Assisted Survey Information Collection
Longitudinal Surveys

Cognitive Testing and Self-Administered Questionmnaires
Statistical Uses of Administrative Records
Small Area Eetimation

Nonresponse in Surveys

Each of these topics was presented in a two-hour session that
featured formal papers and discussion, followed by informal
dialogue among all speakers and attendees.

Statistical Poliey Working Paper 23, published in three parts,
presents the proceedings of the "Seminar on New Directiens in
Statistical Methodology." 1In addition to providing the papers
and formal discussions from each of the twelve sessions, the
working paper locludes Graham Kalton's keynote address,
"Improving the Quality of Federal Statistics," and comments by
Norman M. Bradburn, Robert M. Groves, and Katherine K. Wallman at
the closing session, "Toward an Agenda for the Future."

We are indebted to all of cur colleagues who assisted in organiz-

ing the seminar, and to the many individuales who not only pre-
sented papers but also prepared these materials for publication.
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Literacy Limitations and Solutions for Self-Administered Questionnaires
Judith T. Lessler and James M. O’Reilly
Battelle Memorial Institute

Introduction. The self-administered paper questionnaire is a standard method for
asking quesidons on sensitive subjects. Yet as much as one-fifth of the aduit
population of the U.S. has levels of literacy which may make using the typical SAQ
futile. This paper reviews the research on the efficacy of self-administered questioning
on sensitive subjects. Then we will discuss how low literacy or other cognitive
burdens can limit the effectiveness of self-administration which require reading.

New computer technology, called Audio Computer Assisted Self-Interviewing
(ACASI), now makes is possible to conduct self-administered interviews in which the
text on the screen is accompaniad by a high quality voice recording plaved over
headphones. The first major field test of the technology was in the 500-person 1993
National Survey of Family Growth Pretest. We describe how ACASI was
implemented in the study and the impact on abortion reporting and respondents’
reactions to the technology.

Methods of Interviewing on Sensitive Subjects. Research has generally shown that
more private methods of interviewing yield higher reports of sensitive behaviors
(Bradbum, 1983; Miller, Turner, and Moses, 1990, Ch. 6; Catania, et al., 1990, and
Schwarz et al., 1991). For example, Hay (1990) found differences in reported
consumption of alcoholic beverages and cigarette use in a study of some 1500
students in grades 2 through 12 who were randomly assigned to receive either a SAQ
or a personal interview. The differences were 74 versus 63 percent for over use of
alcohol and 38 versus 30 percent for use of cigarettes. Turner, Lessler, and Devore
(1992) in a large-scale field experiment, in which 3,200 respondents were randomly
assigned to either an interviewer or self-administered questionnaire found that the
difference between the two modes of data collection increased as the sensitivity of the
behavior increased. Exhibit A shows the ratio between the proportion of SAQ
respondents reporting a given behavior to the proportion of respondents reporting that
behavior when the interviewer administered the questions. The exhibit displays the
results for three time periods (lifetime, last 12 months, and last 30 days) and three
types of drugs (alcohol, cocaine, and marijuana).
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Exhibit A. Ratio of Prevalence Estimates from SAQ and Interviewer-Administered Items

| Drug Type Lifetime Past 12 Months Past 30 Days
Alcohol 0.99 1.04 1.06
Marijuana 1.05 1.30 1.38
Cocaine 1.06 1.58 240

----

Marijuana

Lifetime Aleahal

Past 12

Manths Past 30
Days
454
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Examining this table, we note that as the sensitivity of the characteristic increases
from alcohol to marijuana to cocaine, there is a concomitant increase in the
superiority of the self-administered format relative to the interviewer-administered
questions.

Cognitive Aspects of Conventual SAQs. Thus, self-administered questionnaires can
have a positive impact on data quality because of the increased privacy. In addition,
SAQs allow respondents to control the pace of the interview, and no additional
variance is introduced by the interviewers.! However, conventional SAQs do have
drawbacks. First and foremost, they require that the respondent can read.? In
addition, the respondents must complete a number of the questionnaire administration
tasks such as finding and reading instructions, implementing skip patterns, and
marking answers: They are prone to-the same types of errors that are seen in
interviewer administered questionnaires—missing, out-of-range, and inconsistent
answers. Lessler and Holt (1987) found that some respondents who could read the
questions had difficulty understanding the conventions concerning recording of
answers and movement through forms.

Cognitive testing of self-administered has noted problems in each of these areas:

Reading problems:

* Complete inability to read the questions
* Failure to understand specific terms or phrases

1

The presence of high levels of interviewer variance in the decennial census was one of the motivarions for
adopting a mailant-mailback self administered method for the census beginning in 1960,

The National Adult Literacy Survey (NALS) was conducted in 1992 using a nationally represented sample
of 13,600 persons aged 16 and older. Literacy was measured in terms of five proficiency levels on three
scales—prose, document and quantitative. The survey found that the percentage of adults in the lowest
level of proficiency was 21 percent for prose literacy, 23% in document literacy, and 22% in quantitative
literacy.

The lowest level of prose literacy is described as “Most of the tasks in this level require the reader to read
relatively short text to locate a single piece of information which is identical or synonymous with the
information given in the question or dircctive” {pg. 74). For document literucy the lowest level means:
“Tasks in this level tend to require the reader either to locate a piece of information based on a literal
match or to enter information from personal knowledge onto a document. Little, if any distracting
information is present” (pg. 85). Quantitative literacy st the lowest level mesns: “Tasks in thie level
require readers to perform single, relatively simple arithmetic operations, such as addition. The numbers
to be used are provided and the arithmetic operation to be performed is specified” (pg. 94).

National Center for Education Statistics, 1993, Literacy in ica: A First e Results
of the National Adult Literacy Survey, Washington, DC: U.S. Department of Education,
COPAFS2 DOC
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* Use of a time consuming two-step strategy for reading questions
First the questions are read 1o decode the words and then they are
read a second time to get the meaning of the sentences
Complete inability to read the questions
* Not reading all of the questions or response categories in order to reduce
the reading task

Questionnaire administration problems:

Ignoring or neglecting to read instructions

Difficulty finding the instructions

Physical difficulties with marking answers that require filling circles
for mark-sense forms or writing in small spaces

Difficulty understanding or failure to follow skip instruc

Missing questions

Writing in illegible or out-of-range responses

Failure tn follow marking instructions

Idiosyncratic response or marking conventions

The result of these difficulties is that rescarchers using SAQs typically simplify the
questionnaires and avoid contingent questioning. Contingent questioning is avoided for
two reasons. One is to reduce the chance that data is lost because of the errors that
respondents make through incorrect implementation of skip patterns and the second is
to increase the privacy of responses. For example, the National Household Survey on
Drug Abuse uses SAQs to ask guestions on use of alcohol, misuse of prescription
drugs, and use of illegal drugs. In that survey, interviews are conducted in the
respondent’s home. Some of the questions are interviewer administered. On the more
sensitive topics respondents are instructed how to complete the SAQs. Respondents
are required to mark an answer for every question in these sections in order to (1)
increase their privacy, (2) prevent errors in implementing skip instructions, and (3)
eliminate the tendency for respondents to mark no on gate questions on use of a
particular substance in order to reduce the response burden of answering detailed
questions about the drug. It is believed that if respondents are allowed to skip
answers, they will realize that interviewers are able to distinguish those who were and
were not drug users and, as a consequence, be less truthful.

ACASI Technology. Audio computer assisted sclf-interviewing (ACASI) has been
developed to overcome some of the difficulties associated with the response to self-
administered questionnaires. When a computer-assisted self-administered interview
(CASI) is used, the computer can take care of the "housekeeping” or administrative
tasks for the respondent. By adding simultaneous audio renditions of each question
and instruction aloud, ACASI can remove the literacy barriers to self-administration.

In CASI respondents read the questions as they appear on the screen and enter their
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answers with the keyboard (or some other device). In Audio-CASI, an audio box is
attached to the computer and respondents put on headphones and listen to the answers
as they are displayed on the screen. Respondents have the option of turning off the
screen so that people coming into the room cannot read the questions, or turning off
the sound if they can read faster than the questions are spoken, or keeping both the
sound and video on as they answer the questions. Respondents can interrupt the
question while it is in process.

Comparisons of CASI with personal interviews have noted findings similar to those
cited above for the comparison of SAQs to interviewer administered questionnaires.
Waterton and Duffy (1984) compared reports of alcohol consumption under CASI and
personal interviews. Overall, reports of alcohol consumption were 30 percent higher
under the CASI procedure, and reports of liquor consumption were 58 percent higher.
This may understate the potential gains because in this study respondents were first
asked if they had consumed any alcoholic.beverages in the past seven days by an s
interviewer. Only those respondents who indicated that they had done so received the
CASI interview.? Several recent studies comparing CASI to personal interviews in
clinical settings have also noted the superiority of this method. Locke (1992) found
significant differences between the reporting of HIV-risk behaviors when CASI was
used to administered questions to donors at an American Red Cross donor center (4.4
percent versus 0.3 percent in the traditional interview procedure). Robinson and West
(1992) compared reporting of symptoms in a genito-urinary clinic using CASI, SAQs,
and physician interviews. They found that more symptoms were reported by
computer than by paper, and both found more symptoms in physician interviews.
Levine, Ancill, and Roberts (1992) found that patients who had been admitted to a
hospital after harming themselves were more likely to report suicidal ideation in a
computer interview than to a physician. The CASI version of the Diagnostic
Interview Schedule (DIS) yielded diagnostic information consistent with the traditional
interviewer administered DIS, and patients considered the computer contact to be less
embarrassing (Erdman et al., 1992). A computer interview with sex offenders
yielded large numbers of previously undetected crimes (Weinrott and Saylor, 1991),
and a comparison of clinician and computer interviews directed at identifying
obsessive compulsive disorders found that the two methods were equally good at
distinguishing those with the disorder and that patients showed no preference of the
clinician interviews (Rosenfield et al., 1992).

Formal comparisons of Audio-CASI versus other modes are just now being
conducted. O'Reilly, et al. (in press) compared paper SAQs, CASI, and Audio-CASI
in a small scale experiment designed to assess the potential for the technology.
Subjects answered questions on drug use, sexual behaviors, and income. A greco-

In the literature, this study is often reported as a CAPI study. It was actually a CASI study in
which computers were taken into the homes of respondents and asked to enter their responses
on selected questions while the interviewer stood in a part of the room that did not permit
observation of the respondent’s answers.
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latin square design was used to assign subjects to one of three interviewing modes for
each topic producing an experiment that was fully balanced across mode and content.
For eight of nine rating scales comparing these modes, respondents reported a
preference for one of the two CASI methods. Sample sizes were quite small in this
study (n=40); however, O'Reilly, et al. found that the CASI methods tended to
produce significantly more reports of marijuana and cocaine use. Few differences in
sexual behaviors were found.,

Respondents were asked which method they thought was better for nine facets:

(1)  Liked best

(2)  Best for asking sensitive questions
(3 Easiest to change answers

(4) Most interest

(5)  Easiest to use

(6)  Best for getting honest answers
(7)  Best for privacy after interview
(8)  Rest for privacy interview, and
(%)  Overall preference

For all but number 3, the twe CASI methods, audio and videa-only, were rated
significantly better. ACASI was rated consistently higher than video-only CASL
However the difference was significant for three items: overall preference, interest,
and ease of use.

National Survey of Family Growth (NSFG) Pretest. Under funding from the
Mational Center tor Health Statistics (NCHS), scientists at NCHS, Battelle and the
Research Triangle Institute (RTI) collaborated in a formal field experiment that
compared abortion reporting under three different interviewing conditions.
Respondents were randomly assigned to receive either an in-home CAPI interview
only, an in-home CAPI interview followed by a Audio-CASI interview that asked
additional questions about abortions, or an interview at a neutral site away from the
respondent’s home. The respondents in the Audio-CASI treatment were first asked to
report their abortions to the interviewer during a section of the CAPI interview that
asked about the outcome of each pregnancy that they ever had. The question asked:

Mow I'd like to ask some questions about your Nth pregnancy.

Please look at Card B-1. Thinking about your Nth pregnancy, in which of the ways
shown on Card B-1 did the pregnancy end?

(READ LIST. CODE ALL THAT APPLY.)

Miscarriage? (Occurs naturally, during the first 8 months of pregnancy)
Stillbirth? (Baby born dead after 7 or more months of pregnancy)
Abortion? (induced during the first & months of pregnancy; include
D&C, vacuum extraction, suction, and saline injections)
Ectopic Pregnancy? (Occurs outside the uterus or womb)
COPAFS2.DOC
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Livebirth by Cesarean section?
Livebirth by vaginal delivery? (Includes delivery through natural or induced labor)

Al the end of the interview, respondents were trained in the Audio-CASI procedures
and were asked additional questions on abortion.

Prior to the field experiment, the Audio-CASI interview was tested in the cognitive
laboratory. Respondents were brought into the laboratory and were first asked to
completely answer a series of questions from the NSFG. Following this, the use of
the Audio-CASI implementation was explained to the respondent, and she answered
questions using the computer herself. Since the questions on abortion were
considered to be highly sensitive, we did not ask respondents to think-aloud during
laboratory testing. Instead, the interviewer stood across the room from the
respondent and was asked to describe what the respondent was doing as the
respondent listened and answered questions. Thus, the respondent reported things
like: ' i

*She is reading the first question®

*] am putting in my answer

*] made a mistake, and I am backing up

eShe is reading the next question

*I interrupted her since I already read the question
*I do not know what to do now

The first round of testing revealed that some respondents needed help learning how to
enter their answers. Thus, a training interview was constructed that contained
guestions that wera not on the interview and were not sensitive. The interviewer went
over these questions with the respondent who then completed the rest of the interview
on her own. The field experiment included a comparison of ACASI, in-home CAPI,
and out of home CAPIL. It was hypothesized that the willingness of women 1o report
sensitive informaton would be increased if they were interviewed outside of their
homes because in prior rounds of the survey, respondents had indicated that one of
their concerns was that family members would overhear their responses.’

Abortion Reporting. Prior rounds of the NSFG identified significant underreporting
of abortion (Jones and Forrest, 1992). Exhibit B compares the results from the Audio-
CASI question on whether or not the woman had ever had an abortion and both the
pilot questions and pregnancy outcome questions in Section B. There was one refusal
to the Audio-CASI question on whether the woman had ever had an abortion in her

Respondents refereed to the computer as "she” because the recordings were done by a woman,

An incentive experiment was also included. The out of home respondents were paid $40.00
and the in home respondents received either no incentive or a $20.00 incentive,

COPAFS2.DOC
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lifetime so that there are 177 rather than 178 respondents in this second set of Audio-
CASI tables. We note that six additional women reported having had an abortion at
some time in their life in the Audio-CASI interview. The six additional women who
reported an abortion represents a 14 percent increase in the number of women
reporting ever having had an abortion.

Exhibit B.  Relationship of Abortion Reporting in the Pregnancy Outcome
Section and to Abortion Reporting in the ACASI Interview
National Survey of Family Growth -- Cycle V Pretest

Abortion reported as a birth

o - outcome
ACASI: Ever had an abortion Yes No
Yes 42 6 48
No 0 129 129
42 135 177

Exhibit C shows detailed information on abortion reporting by site of interview,
incentive, and type of interview. Two series of numbers are shown for the ACASI
respondents—the number of abortions that they reportad in answer to interviewer
questions in Section B of the interview and the number reported in subsequent ACASI
interview. Finally, in Exhibit D we show the results on the number of abortions
reported in Section B and the Audio-CASI interview for those 178 respondents who
completed the Audio-CASI interview. Note, in this table the following:

Women who had reported an abortion in Section B reported additional
abortions in the Audio-CASI interview.

All of the differences in numbers of abortions reported are above the

main diagonal indicating that the different numbers of abortions
reported in the Audio-CASI are probably not due to random error.

COPAFS2.DOC
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Exhibit C: Distribution of the Number of Abortions Reported in Section By
Treatment and Incentive

| | In Home A-CASI Neutral
0 $20 Total $0 520 | Total |$40/Total
o | |
aborticns' # 9% # % # % # % % #-| % #]' %% # %
0| 380|77.1) B3| BE.5| 58 778! 139|827 78| 79.8] 58/ 725 136| 76.4| 105/ 71.4
1 79016.0| 10/ 10.4] 127167 221131 16| 16.3] 111|138 27 15.2] 30| 20.4
2 24|49 1 1.0 4| B8 5 3.0 3 3 8/11.3] 12| 6.7 7| 4.8
3 9 1.8 2 21 0] 0.0 2 12 1 1.0 1] 1.3 2 1.1 5 E
B 4 102 o 00 0 00/ o 00 0 0o I 313 3 06 0 oo
Total | 493 100/ 96| 100] 72| 100| 188 100| 98 100 BD| 100 178, 100| 147| 100
One or more abortions
| reportedin B 18718.5| 16/ 22.2| 20/17.3| 20{20.4| 20/27.57p| 236 420|286
One or more abortions |
reported in A-CASI . | 241245 24/304" 49(27.17
] | | | | ] | |
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Exhibit D: Number of Abortions Reported in Section B and in ACASI

ACASI Section
Section B 0 1 2 3 4 5 DK
0 129 4 1 0 0 0 i1
1 0 24 2 1 0 0 0
2 0 0 11 1 0 0 0
3 0 0 0 1 0 1 0
4 0 0 0 0 1 0 0
COPAFS2.D0C
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We also fit a series of logistic regression models to determine if there were significant
differences due to interviewing conditions. As independent variables, we included the
type of interview (CAPI only, Audio-CASI, or neutral site), incentive for in-home
interviews (none or $20), race/ethnicity (Hispanic, black, non-Hispanic-non-black),
marital status (married, not married), income (unknown, greater than $20,000, or
other), and age. We used a stepwise selection procedure in which an independent
variable that was significant at the 0.15 level was added to the model. Exhibit E
summarizes the results.

Exhibit E. Analysis of the Impact of Characteristics of Women and Interview
o Conditions on Abortion Reporting
National Survey of Family Growth -- Cycle V Pretest

Parameter - Probability Odds

estimate Standard error  (Chi-square) Ratio
Intercept .32 0.49 0.0001 1.081
Incentive - 20 0.38 0.27 0.1348 1.488
Married -0.34 0.23 0.1428 0.714
Age 0.03 0.01 0.0264 1.033
Audio-CASI 0.54 0.27 0.0419 1.723
Neutral site 0.83 0.31 0.00672 2.294

Based on these results, we concluded that both the neutral site and the Audio-CASI
increases the number of women who report that they ever had an abortions.®

Respondent Attitudes. We also asked respondents who received the Audio-CASI
interview their attitudes toward the alternative methods of reporting abortion. Exhibit
F presents the results.

Wealsnexmimdmempmﬁngoﬂhenumhwofahorﬁmsmdfnundthaxgimawmnmhad
reported an abortion, there were not significant differences in the number of abortions
reported.

COPAFS.DOC

463



Exhibit F. Respondents’ Attitudes Toward Methods of Reporting Abortion
Among Women who Received the Audio-CASI Interview
National Survey of Family Growth -- Cycle V Pretest

esponse CICENT respondents ' S
How do you rate telling the interviewers your answers to questions on aborion?
poor 15.2
fair 20.3
good 30.5
very good 17.5
" excellent e, 1604

How do you rate using the computer and earphones to answer questions on
abortion? '

poor 2.8
fair 8.5
good 17.5
very good 26.0
excellent 45.2

Which method of answering questions on abortion is the most private?

earphones and computar 62.7
no difference 32.2
telling the interviewer 4.5
Den’t know 0.6

Which method do you recommend for the main study?
Interviewer 16.9
Computer 58.2
Do not ask about abortion 2.8
Does not matter 22.0

In general, these women recommended the Audio-CASI procedure for abortion
reporting.

Description and Demonstration of the Audio-CASI System. The ACASI system
used has the following features:

* Implements a full range of audio functions so that audio self-
Interviewing can offer as many capabilities as interviewer-administered
systems
Runs on a powertul, existing CAI development platform
Uses MS-DOS operating system

From an implementation and operational point of view, the key requirement is the
second—that the audio system be built as an extension of an existing CAI
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development system. It is not difficult to build PC systems which can penerate sound
through digital audio devices, display questions, and record answers., However, to
have a system which can conduct a complex questionnaire with integrated audio is
much more difficult. One especially important requirement is the ability to allow the
user to backup easily, correct a previous entry, and be directed forward following a
route appropriate for the latest set of responses. If the underlying CAI platform is not
robust and widely used in complex applications, then the stability of the ACASI
application during interviews is likely to be problematic.

The system used the Blaise CAl system as its base. The Blaise system is a product of
the state statistical agency of the Netherlands—Statistics Netherlands and is widely
used across Europe by government statistical agencies for computer-assisted personal
interviewing, telephone interviewing, data entry and date editing. Questionnaires are
programmed in the Blaise CAI language by defining the questions, their answer
choices. and the logic of the guestioning, including tailored text fills and consistency
checks. Blaise then compiles the questionnaire code into a executable DOS
application, automatically handling the question administration, screen and keyboard
control, range and consistency checks, data management and navigation through the
questions.

The andio capability iz implemented through a background DOS process which the
Blaise instrument triggers as each question is displayed on the screen. This process
interprets commands specifying the recorded digital audio files to play in order to
duplicate in audio just what is displayed on the screen.

The hardware for the audio system is a small, one-pound external analog-digital box
that is connected to the notebook PC by two cables and headphones. The audio
quality in the system is quite high. The items are a digitally recorded human voice—
not synthesized. The system is both very flexible and fast. It has the capability of
rendering questions with variable components. For example, in the NSFG ACASI
instrument, when a women said she had had an abortion, she was asked when it
happened and how many weeks pregnant she was at the time. Then the following
series of questions were asked:

Based on this, this pregnancy began around [MONTH AND YEAR OF
CONCEPTION].

So we can understand how well birth control methods work, | would like for

you to tell me what methods of birth control you were using—if you used
any —during the three months before this pregnancy began.

Were you using any method of birth control in [MONTH AND YEAR
PRECEDING CONCEPTION]?

As | read the methods, please press 1 for YES if you used that method in
[MONTH AND YEAR PRECEDING CONCEPTION].

COPAFS2.DOC




Then the woman is asked for each of the three months preceding conception, whether
she used each of the birth control methods she had reported ever having used earlier
in the CAPI section. In this question series, the ACASI system must be able to
generate audio questions which can vary on the month and year and among 19
possible contraceptive methods. The system was able to instantly concatenate and play
the appropriate audio files to duplicate the screen text propetly.
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DEMONSTRATION OF THE A-CASI SYSTEM WILL OCCUR HERE
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The Language of Self-Administered Questionnaires
As Seen Through theb Eyes of Respondents

Y
Cleo R. Jenkins and Don A. Di11man

"... we must recall that Tanguage includes much more than oral and
written speech. Gestures, pictures, monuments, visual images,
finger movements--anything consciously employed as a sign is,
logically, language."

John Dewey in Newell, A and Simon, H.A.
Human Problem Solving, 1972, pp. 65-66

|25 INTRODUCTION

Much survey research has been directed at studying interviewer-
administered questionnaires. As a result, we have learned a great deal about
question wording and sequencing effects in surveys and about the effect of
memory on data quality (e.g., Jobe et al, 1993: Jobe et al., 1990: Lessler,
1988; Converse and Presser, 1986; Belson, W., 1981). Although it is equally
important to understand these sources of error in self-administered
questionnaires, it is nol sufficient. The graphical presentation of
information is every bit as important because it too has something to say to
the respondent.

In Tourangeau's model (1984), as well as other models of the survey
interview process, the first step is specified as "comprehending the
question." Depending on the model, different steps follow, but generally,
"retrieval of the relevant facts, judgment, and finally, rasponse” are
mentioned.

Although "comprehending the question" is the first step in an
interviewer-administered survey, the task is different in a self-administered
survey. In a self-administered survey, respondents must first "perceive the
information" before they can comprehend it. Once they perceive it, they must
“comprehend the layout of the information" as well as "the wording of the
information." Furthermore, respondents must comprehend much more than just
the wording of the survey questions and response categories. In a self-
administered survey, respondents are often given introductory material and
instructions. Also, they must comprehend directions that are meant to guide
them through the form.

In an_interviewer-administered questionnaire, the interviewer plays a
critical role in what information the respondent perceives. In a self-
administered format, the entire onus of perception is on the respondent, and
we have not developed procedures for controlling errors that might arise as a
result of their not perceiving information as we intend. In fact, we have not
studied this much at all.

In addition, we need to pay attention to what motivates respondents to
answer surveys. Cialdini (1988) has argued that people decide whether to
perform a requested task on the basis of the inherent attractiveness of that
task and other social or psychological influences, including

. reciprocation (the tendency to favor requests from those who have
previously given something to you),
. commitment and consistency (the tendency to behave in a similar
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way in situations that resemble one another),

= social proof (the tendency to behave in ways similar to those like
usj,
1iking (the tendency to comply with attractive requests),
authority (the tendency to comply with requests given by those in
positions of power), and

. sc$rcity (the tendency for rare opportunities to be more highly

valued).

Groves and others (1992) provide examples of how each of these can be
utilized to encourage survey participation. Although most of the examples
refer to interviewer behavior or the implementation process, some can be
applied to questionnaire design. For example, the fact that people tend to
comply with attractive requests suggests that respondents will be more likely
to answer an attractive questionnaire than an unattractive one.

Groves and others also argue that the helping tendencies of people can
be utilized to encourage response. Three emotional states have been found to
be associated with decisions to help another: anger, happiness, and sadness.
One would expect that people are Tikely to hecome angry and therefore less
lTikely to respond to a mail survey when the questions or the instructions are
not easily understood.

Finally, the Titerature on opinion change (Petty and Capioppo, 1986)
suggests that when a topic is of high personal relevance, subjects will change
their opinion based on an in-depth review of a message. However, when the
topic is not important to the subject, they will rely on a heuristic review,
such as the credibility of the source. This literature suggests that if a
questionnaire is not really important to a respondent, then we probably aren’t
going to persuade them to complete it by presenting them with an in-depth,
highly Tngical, persuasive discussion of why they should complete it.

Instead, we should rely on other means.

II.  GRAPHICAL DESIGN PRINCIPLES

In the remainder of this paper, we present guestionnaire design
principles that struggle with how to best present information to (1) motivate
respondents to attempt the tasks presented to them and to (2) aid respondents
to accurately answer the questionnaire once they are motivated to do so. Most
of the principles have not been tested carefully on controlled designs,
although we try to cite those occasions in which they have been. Principle 20
(structuring and organizing a questionnaire) is an example of a principle
drawn from experimental evidence with the Decennial Census questionnaires.
Most of the other principles are drawn from the results of cognitive
interviews with both the Schools and Staffing Survey and the Census of
Construction Industries and from the redesign of the Survey of College
Graduates. The response effects of the redesigned examples remain generally
unlested at this time. Therefore, the principles should be viewed as
reasonable hypotheses for improving response, lowering item non-response, and
improving accuracy. A major reason for writing this paper is to encourage
experimental research on these issues.
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1. Present information in a format that respondents are accustomed to
reading.

We consider this the most important principle and one that is constantly
and inadvertently violated. Jenkins et al. (1992a) presant the results of
cognitive interviews with the Schools and Staffing Survey. Example 1 shows
the cover page of the School Questionnaire from the Schools and Staffing
Survey. Jenkins et al. conclude that the readers, persistent as they were.
usually did a pretty good job of following this page until they reached the
end of the first column. These respondents read through the title
information, then the first two paragraphs on the left-hand side of the page.
Because these paragraphs refer to the label, they turned the guestionnaire
sideways to look at the label. When done, they returned to where they had
left off on the left-hand column, and continued to read down the column.
Instead of continuing to the top of the second column, however, generally they
turned the page.

Example 2 presents a diagrammatical representation of the cover page’s
reading structure. It reveals the eve’s necessary movement acronss the page.
As can be seen, the current format requires respondents to make some pretty
large unexpected leaps across the page, unexpected in the sense that a person
anticipates reading a line of information from left to right, starting at the
top of Lhe page and moving down it.

It is not surprising, therefore, that the skimmers didn’t bother to read
this page at all. Generally, they glanced at it and turned the page. Because
the skimmers never read the school named on the label, they often reparted for
the wrong school. In fact, this error was so great in 1991 that data for 10
states needed to be suppressed at first.

We present a redesigned version of the cover page using a natural
reading format in conjunction with the next principle.

2. Present only the most relevant information using graphical design
features and composition.

Another problem with the School Questionnaire’s cover page is that it
presents too much information. Skimmers quickly dismissed this information,
probably because nothing was made particularly salient to them and they were
not willing to Took for that which was important. This suggests that the most
important information needs to be made easily perceptible.

Example 3 shows a "user-friendly" cover page adapted from Jenkins and
Ciochetto (1993). This cover page presents only the information the
respondent needs to begin completing the questionnaire and it does so using a
natural reading format and graphical design features. Jenkins and Ciochetto
deliberately used a box that contains an unshaded area within a shaded one to
showcase the very important instruction that was overlooked on the original
questionnaire,

Example 4 exhibits the straight forward reading structure of this page.
No need for the eye to do anything out of the ordinary, which we are more and
more convinced is critical to designing good self-administered questionnaires.
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3. Pique respondents’ interests early in the questionnaire.

A third problem with the School Questionnaire was that respondents found
themselves being asked to passively read a lot of material: the cover page,
the cover letter (which was placed on the inside cover of the questionnaire
booklet), and instructions (see Example 5). Skimmers skipped over this
material entirely and went directly to question (a) in the middle of page 4 to
begin completing the questionnaire.

Based on this, the third principle is: pique respondents’ interest
early in the questionnaire. Don’t begin the questionnaire with a lot of
prose, begin by asking a question or two. We hypothesize that respondents are
more likely to read information once they have become actively engaged in
answering the questionnaire.

As shown in Example 6, Jenkins and Ciochetto (1993) suggest beginning
the Student Records Questionnaire by asking respondents tv record the current
time followed by a screener question. It is only after they ask these
questions that they present a condensed version of the cover page and letter
information. Fven when they present this information, they deliberately used
a question-and-answer format to keep the respondent actively engaged.

4, Dominantly feature questions over additional explanatory information.

This principle is violated in the Census of Construction Industries
Questionnaire. Example 7 presents the "dollar value of business® item from
that questionnaire. As can be seen, this item, 1ike all of the items on the
questionnaire, begins with a brief capitalized heading in bold that is meant
to quickly convey the nature of the item. DeMaio and Jenkins (1991) conclude
that respondents often neglected to read beyond the heading because the
heading provided them with just enough information to formulate their own
question. And, of course, they formulated the wrong question.

Example 8 presents a revised version of the item. In this version, the
item heading is replaced with a bold-faced, comprehensive question. Bold-
faced type was used to convey the importance of the question. Also, it serves
as a road map for questions like this that have a leading phrase followed by
several parts that are interrupted with other information. The other
information is put in light-faced type.

5. Include in each question all of the relevant information necessary for
respondents to answer it, rather than specifying information in a
subsequent instruction.

This principle is demonstrated using another item from the Census of
Construction Industries Questionnaire, the "number of employees" item (see
Example 9). Respondents would read the heading here, and sometimes the
guestion, then they would turn their attention to the answer boxes at the
right (DeMaio and Jenkins, 1991). At this point, their eyes were drawn
immediately to the column headings rather than the header. The header reads
"Number of employees of this establishment during the pay period including the
12th of--," and because "pay period" is not mentioned in either the heading or
the question, several respondents mistakenly thought this item was referring
to monthly or quarterly time periods.

A revised version of this item is presented in Example 10. Besides
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removing the heading, the pay period header was made the leading phrase in
this version. This question now contains all of the information the
respondent needs to answer it. And just to make sure respondents don’t
misunderstand, the pay periods are also repeated in each of the column
headings.

6. Vertically align the questions and response categories.

As can be seen in the top view of Example 11, the Public School
Questionnaire uses a question-on-the-left-answer-on-the-right format. Jenkins
et al. (1992a) conclude that respondents often did not read instructions in
this format. This is because they generally began to search for the answer
once they read the question. As a result, their thoughts and consequently,
their eyes were drawn away from the left-hand side of the page, where the
instructions lay, to the right hand side, where they knew the answer
categories were.

The second view in Example 11 uses a vertical alignment. This places
the instructions directly before the answer categary, where respondents are
more likely to perceive them. However, this may not solve the problem of
respondents either overlooking or ignoring instructions. As already
mentioned, respondents have a tendency to read only as much as they think is
necessary to answer a question. Therefore, even if they perceive the
instructions, they may still ignore them. If the instruction is relatively
simple to begin with, a better solution is to incorporate it into the body of
the question, as demonstrated in the last view.

7. If incorporating needed information into the question makes it too
complicated to understand, then provide accompanying instructions at the
place where they are needed.

If an instruction is long and/or complicated. incorporating it into the
body of the question is likely to fail. As can be seen in Example 12, Item 2
of the Public School Questionnaire asks how many students were enrolled in the
school on or about October 1 of this school year. Jenkins et al. (1992a)
conclude that this item was difficult for respondents to read and understand
because the flow of the question is interrupted by two parenthetical phrases
and a lengthy two-sentence instruction. This leads us to conclude that one
should never try to insert a stand-alone instruction between phrases of a
continuous question.

Question 13a(2) in Example & illustrates the use of include and exclude
statements that are too Tengthy to incorporate intn the hody of the quastion.
Here, the instructions are placed directly after the guestion. This places
them as close to the question as possible without disrupting its flow. Still,
further research is needed to determine the best method for coaxing
respondents to read information that is not easily incorporated into the
guestion.

8. Utilize single-task formats rather than multi-task formats.
Item 30 from the Public School Questionnaire (shown in Example 13) asks

respondents to cross classify their employees by full- or part-time status and
assignment. Jenkins et al. (1992a) conclude that quite a few respondents
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seemed able to process only one aspect of this item--the categorization of
employees by job description--and were unable to simultaneously deal with the
additional request to report these employees by both full- and part-time
status.

In Example 14, the multi-tasked format is replaced with a simpler one.
This is accomplished by focusing on only one request at a time--first,
respondents are asked to classify part-time employees by job description in
part a. Then they are asked to classify full-time employees by job
description. Because this format repeats information at the point it is
needed, we hypothesize that it will make the respondent’s task easier. Of
course, the disadvantage is that it lengthens the questionnaire, which may
decrease a respondent’s motivation to complete it. This example illustrates
the fact that there can be competing forces at work when we design a
questionnaire and that we clearly need to learn more about these forces.

9. Utilize single-question formats rather than matrix-question formats.

Question 1 in Example 15 asks respondents if they currently have the
students for class listed down the left-hand side of the page. If the
respondents do, then they are to answer three follow-up questions. Jenkins
and Ciochetto (1993) conclude that this format presents respondents with too
many tasks at once. Furthermore, it presents them with a choice, but provides
little guidance for making the choice. They can choose to answer a full set
of questions about one student at a time. In this case, they work across the
rows. Or they can answer the same question for each of the students. In this
case, they work down the columns.

In Example 16, the matrix format is replaced with a single array of
questions pertaining to one student at a time, with the questions running down
the page rather than across it. In this version, respondents need only be
concerned with answering one question about one student at a time, and they
need not deviate from moving down the page in search of the next guestion.
Although the researchers recommend further work in this area, a small number
of cognitive interviews showed that this is a more manageable task from the
respondent’s point of view. (This example also used a new skip instruction.
We discuss skip instructions later.)

Additional research supporting the single-question format comes from
both focus group and experimental research on the 1990 Decennial Census
Questionnaire. A focus group examination of the Census Questionnaire in which
respondents were asked to answer a series of questions for each member of
their household in a matrix format (questions in left-hand column to be
answered for household members listed across the top of the page) identified
the matrix format as a barrier to response (Diliman et al., 1991).
Furthermore, a revised questionnaire, which used a single-question rather than
a matrix-question format, attained an improved response rate (Dillman et al.,
1992).

10.  Make headings and instructions at the top of a page more prominent than
those in the middle of a page.

Respondents find transitions between topics helpful. A transition need

not be complicated, it simply needs to be enough to warn the respondent the
topic is about to change. For instance, in Example 17, the heading "SECTION
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2--STAFFING PATTERNS" in the middle of the page was enough to convey to
respondents that the topic was about to change (Jenkins et al., 1992a).

In contrast, Example 18 shows a transitional heading followed by an
instruction that comes at the top of a page. Contrary to expectations,
respondents tended to read transitional headings and instructions that came in
the middle of a page, but few read information that fell at the top of a page.

We hypothesize that respondents may be exhibiting a similar kind of
behavior here as they exhibited with the introductory information. Many
respondents skipped over the introductory material in an effort to get to the
questions, but once they were actively engaged in answering the questionnaire,
they were more likely to read information put into their path. Perhaps
respondents skip over information at the top of a page in an effort to get to
the next question, but once they become involved in answering the questions,
they are more likely to see other information.

11.  Provide directions in a natural reading format and utilize graphical
design features and composition to make the directions more salient.

In order to efficiently and accurately answer a self-administered
questionnaire, respondents must be able to maneuver their way through the
questionnaire. One very important instruction for doing this is the skip
instruction. The problem with skip instructions, however, 1s that respondents
commonly overlook them (Jenkins and Ciochetto, 1993; Turner et al., 1992;
Gower, 1989).

Jenkins and Ciochetto (1993} conclude that respondents overlook skip
instructions for two reasons, one of which is derived from the other. The
primary reason respondents overlook the skip instruction is because they do
not perceive it, but the reason they do not perceive it is because of the
convoluted reading structure presented by the skip instruction. Item 29a
shown in Example 19 illustrates this. A respondent begins to answer this item
by first reading the question "Were there any teaching vacancies in this
school for this school year, i.e., teaching positions for which teachers were
recruited and interviewed?" Then they will move to the right-hand side of the
page to answer the question, see the answer boxes, and continue to the right
of these to read the answer choices "yes" and "no." The next step in the
process is to choose one of these, say the "no" response, and to move back to
the left of this to mark the answer box. Note what is happening at this
moment--the respondents are moving away from the skip instruction. If the
skip instruction has not been in some way made salient to respondents before

begin their journey back to the left, chan are never going to
see it. Once they mark the answer box they are 1ikely to conclude they are
done answering this question and are going to begin to look for the next
question.

Experimental data presented by Turner et al. (1992) confirm the
hypothesis that respondents only see information to the right of an answer
category if it is in some way made salient. Among other questionnaire design
issues, Turner et al. studied the extent to which respondents and interviewers
correctly executed branching instructions embedded in alternative versions of
the 1990 National Household Survey on Drug Abuse (NHSDA) gquestionnaire.

Turner et al. conclude that respondents were more 1ikely to overlook a
visually obscured branching instruction, as shown in guestion 1 of Example 20,
than a visually salient one, as shown in question 5. They conclude that both
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the Tength and visual salience of questions a through e in gquestion 5 assisted
respondents in correctly following the branching instruction in guestion 5.

These studies suggest that directions need to be presented in a more
natural reading format and graphical design features and composition should be
used to make the directions more salient. Given this information, three
alternative skip instruction formats are presented below, each of which
appears to have advantages and disadvantages: (1) the salient skip
instruction, (2) the intermediate skip instruction, and (3) the natural
reading sequence skip instruction.

alient Ski uction. Example 21 shows the salient skip
instruction. Rather than having information placed to the right of the answer
categories, directional arrows are placed to the left of both answer boxes.
These arrows extend horizontally from each answer box towards the left-hand
margin of the page and then turn vertically downwards. One of these arrows
proceeds to the next question and the other ends with a verbal instruction
within a shaded box.

This format was designed to overcome the conventional skip instruction’s
highly convoluted reading format (moving from left to right, right to left,
back again to the right and finally, back to the left) and to replace a more-
difficult-to-perceive verbal instruction with a more-easily-perceived
combination visual/verbal instruction. In our judgement, the advantage of
this format is that respondents may visually take in, if only briefly, the
skip instruction information while moving from left to right in search of the
answer categories.

The disadvantage, however, is that whereas respondents may be more
likely to see this information, they also may be more likely to misunderstand
it. It is possible that the wrong respondents (those who are supposed to
continue to the next question) may mistakenly execute the skip instruction
because of its visual salience, leading to a serious error--the omission of
data. Another disadvantage with this format is that a question with a
complicated skip instruction may become visually cluttered.

Intermediate Skip Instruction. Example 22 presents the intermediate
skip instruction. This format relies on two features: (1) graphical
instructions (an arrow) for going to the next question and (2) words to direct
other respondents through a skip pattern. The two paths are further
distinguished by originating the arrow from the left of the answer choice, and
placing the words to the right.

In our judgment, the advantage that this format may have over the
salient skip instruction is that respondents are unlikely to make the serious
error of incorrectly executing the skip instruction. Another advantage is
that it may not appear as visually cluttered to respondents. However, a small
number of cognitive interviews suggest that it may not be as efficiently
executed as the salient skip instruction. Just as with the conventional skip
instruction, the word instruction to the right of the answer category may be
overlooked at first. However, it is likely to be more efficiently executed
than the conventional skip instruction, in which nothing but words are used
off to the right of the answer choices. Therefore, this skip instruction
format is a deliberate compromise between the conventional and salient skip
instruction.

Natural Reading Sequence Skip Instruction. 1In contrast to the above
skip instructions in which a respondent must move from left to right in search
of the answer categories and then reverse this direction and move from right
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to left to answer the question, another possibility might be to establish a
skip instruction format with a more efficient, natural, and logical flow.
This format is shown in Example 23. As can be seen in this example, the
answer boxes are placed to the right of the answer categories and the skip
instructions to the right of the answer boxes. To maintain the vertical
alignment of the answer boxes, the answer categories are right-justified
rather than left-justified. Also, if the answer categories need to be double
or triple-Tined, as is the case with the category "Dropout/Chronic Truant (See
Definition Below)" in question 1 of Example 23, then the answer box should
follow the last of these lines. This is to help maintain the respondent’s
natural reading structure, for which we have been arguing all along.

This skip instruction seems to have several advantages over the
preceding skip instructions. The first and probably best advantage is that
the information is presented to respondents in the sequence they need it:
first the answer categories, then the answer boxes, and finally, the skip
instruction. Example 24 compares the reading format of the natural reading
sequence skip instruction with that of the conventional skip instruction. As
can be seen, respondents need not ever reverse their direction with the
natural reading sequence skip format. Another advantage is that the natural
reading sequence format is not cluttered looking.

A disadvantage, however, is that respondents may overlook bracketed skip
inslructions using this format. Although these instructions will be closer to
the answer boxes in this format than they are in the conventional skip
instruction format (that is, if the answer categories come between the answer
boxes and the skip instruction), they be just far enough away from the answer
boxes as to be out of the respondent’s view.

Another disadvantage is that from an overall perspective, the
questionnaire’s vertical alignment is disrupted. In the pravious formats, the
questions, answer boxes, and categories are all left justified and begin in
the same horizontal position on the page. Although vertical alignment of the
guestions can be maintained using the natural reading sequence skip
instruction format, the answer categories will certainly not be vertically
aligned. The answer boxes can be made to maintain vertical alignment within a
question; however, they may not be able to maintain alignment from question to
question, further disrupting the overall look of the questionnaire.

A final disadvantage with the natural reading sequence skip instruction
is related to data processing. In this format, the location of the keycodes
is problematic. One possibility is to place the keycodes before the answer
category, but this puts them quite a distance from the answer box from the
keyer's perspective. This may slow down production and/or increase keyer
error. Another possibility is to place them either directly before or after
the answer box, but this may confuse the respondent.

We have described skip instructions at some length because it is an area
which is exceedingly important, but now lacks ideal solutions. The
alternatives presenled need extensive testing in large samples.

12. Utilize graphical design techniques to establish a clear path through
the questionnaire for the respondent to follow.

Many questionnaires mix questions and information, utilizing space

wherever it is available and thinking that so long as the information is
presented, it will get read. As can be seen in Example 25, it is unclear to
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the respondent where to begin, and most important in what order the
information is to be read.

Example 22 is a redesigned page from the Survey of College Graduates.
Here the white answer spaces contrast with the Tight blue background. The
message intended, and communicated by graphical layout rather than words, is
to establish a visual path through the questionnaire by associating the white
spaces with the "need to provide an answer."

13.  Avoid using the same design feature to request different respondent
actions.

The essence of this principle is to associate particular design features
with what the respondent is being asked to do, and to be completely consistent
with their use. For example:

13a. Use dark type for question stems and light type for response

cateqgory options.

13b. MWrite all definitions and special instructions for a particular

guestion in italics placed within parentheses.

13c. Use capital letters for words to be emphasized to the respondent
in both questions and answers.
The important point here is not that capitals must be reserved for

emphasis, and italics for instructions, or that bold type is better for
questions than light type. Doing the opposite may work just as well--the
issue is consistency, so that as a respondent gets into a questionnaire they
begin to associate the chosen procedure with a particular piece of information
or request for action.

14. Utilize variability in design features judiciously.

Closely associated with the need to be consistent is the need to limit
variability. One would never consider writing a paragraph in which every word
is written in different type fonts and sizes. Doing so would slow down the
reader’s comprehension. Instead, one should select a Timited number of design
elements and use them consistently.

15. Visually emphasize information the respondent needs to see and de-
emphasize information the respondent does not need to see.

Coding information is a good example of this principle. In Example 26,
the codes are bold and made even more prominent by encasing them in boxes.

Not only that, but they are placed directly in the respondent’'s reading path.
Une result is that respondents may mentally process information irrelevant to
them, thus making the task of responding more time consuming and difficult
than necessary.

In Example 22 the 1ighl blue background 1s a 10 percent screen, and the
coding information is printed in small numbers without boxes in 100 percent
color. The respondent, who is already being guided "towards" the white answer
spaces by black type of questions and answers and "away from" the blue
background seems less likely to see or be confused by the dark blue lettering.
Furthermore, the codes are placed outside the respondent’s reading path. Yet,
for a person who is searching for the blue code numbers, they are easily
visible.
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16. Utilize graphical layout of questions on the page to distinguish among
different types of question structures; maintain consistency within
types.

If a questionnaire begins by listing answer categories below the stem of
a question vertically, like the "yes/no" answer categories in the first
question in Example 27, it is undesirable to occasionally present answer
choices horizontally, or even to sometimes use a second or third column of
answer choices. Once a format is selected it needs to be followed
consistently.

If one has a question 1ike C9 and C10, where several items in a series
are to be evaluated and the answer categories are the same for each item in
the series, these answer categories should be placed to the right of the items
and the respondent should be instructed to choose from among horizontally
arranged categories in this case. Respondents should learn to choose from
among vertical choices when the boxes are on the left and from among
horizontal choices when boxes are to the right.

17.  Provide descriptive captions either above, beneath, or to the right of
blank answer spaces and utilize appropriate signs or symbols whenever
numbers are requested.

When people are asked to report income, number of weeks worked, or other
data by filling in blank spaces, inaccuracies may result from utilizing the
wrong units or from not remembering exactly what was asked. Therefore, the
answer spaces in Example 27 have captions to remind people what is being
requested. For instance, C13 has the caption "Total 1991 earned income." In
addition, the blank answer space has a dollar sign and ".00" in it to keep
people from reporting cents, since they weren’t wanted.

18. Utilize dominant graphical markings to provide the most important
information needed by the respondent to guide them through the answering
process.

This principle is violated in Example 25, where the "return to"
instruction is predominant. It is also violated in Example 28 where the black
marks used to optically scan the guestionnaire are quite dominant. In neither
case do the dominant marks effectively guide the answer process.

In Example 29, the dominant markings are the questionnaire’s title, THE
1992 NATIONAL CENSUS TEST, followed by the ARROW, and the PERSON 1 and PERSON

Ehheidings. These dominant markings are meant te guide the respondent through
the form.

19. Avoid the separation of questions through the use of Tines and
reclangles in favor of an open format in which the respondent’s
answering path is clearly shown.

Frequently designers of questionnaires utilize lines and rectangles to
separate questions from one another. In general this practice makes
guestionnaires more, rather than less, difficult to answer. The use of
rectangles, as shown in Examples 25 and 30, gives no clear indication of where
to go next; the lines function in much the same way as "stop" signs, requiring
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one to stop and contemplate the next steps. This is especially the case in
these two examples, where it is not readily apparent which box comes next.
Consequently, the boxes require additional information, that is, the prominent
section numbers. Also, the use of lines is one additional use of ink on a
page which must then be cognitively processed by the reader, in contrast to
white (or other background color) space which one can pass over without
pausing to think about what it means.

In contrast, the formats used in Examples 22, 27, and 29 are open, using
Tines mostly to identify the page space in which answers are to be provided.
These pages are easier for respondents to follow. Also, the respondent path
is easily recognized, following the cultural norm of left to right within the
defined answering space, and top to bottom on the page.

20.  Structure and organize the questionnaire in such a way that it, first,
makes sense to respondents and, second, avoids leaving the choice of the
order in which questions get answered up to the respondent.

On the surface, this principal seems obvious and easy to implement.
However, this may not be so, if the Census long and short forms are any
indication. The Census long form is probably one of the most complex
questionnaires in existence. It has a fold-out flap which asks for a Tisting
of household members, followed by a matrix of short-form information and
finally two pages of sample population questions for each person. This form
involves a complex sequence of tasks, the order of which was traditionally
dictated by Census needs to provide Congress with mandated information by the
end of the census year.

A split-panel experiment with the long form, known as the 1990
Alternative Questionnaire Experiment (AQE), showed that the form’s structure
was not properly organized from the respondent’s point of view (DeMaio et al.,
1332). Along with the control form, which was identical to the 1990 Census
long form, five experimental questionnaires were tested in the 1990 AQE. Two
of the experimental questionnaires (Panels 2 and 3) incorporated many of the
principles we have discussed concerning color, the consistent use of typeface
and answer spaces, etc. However, three of the experimental questionnaijres
(Panels 4, 5, and 6) incorporated dramatic changes to the structure and
organization of the form. Panel 4 became a matrix booklet in which the flap
was eliminated and all of the person items were placed together. Panels 5 and
6 became "kits" in which individual questionnaires for each person in the
household were placed in a folder.

Ihe main finding was that "small" format changes alone (as incorporated
in Panels 2 and 3) did very little to improve either item or overall response
rates, but it took changes to the structure and organization of the
questiennaire (as incorporated in Panels 4, 5, and 6) to make improvements.
This suggests that "small" format changes are not enough to overcome the
difficulty of completing a questionnaire that is not properly organized from
the respondent’s point of view. In addition, the Simplified Questionnaire
Test (Dillman et al, 1992) and the Appeals and Long Form Experiment (Bates,
1993) confirmed this finding.
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ITI. CONCLUSION

Little information on the design of self-administered questionnaires
existed until relatively recently. That which did was based primarily on
common sense and individual experience. Instead, it was the verbal language
of interviewer-administered gquestionnaires that predominately captured the
attention of researchers.

The evidence presented in this paper demonstrates, however, that we need
to pay serious attention to the visual language of self-administered
questionnaires in addition to the verbal. Toward this end, we need to develop
a set of scientifically derived and experimentally proven graphic design
principles to guide us in our quest to improve both response rates and the
accuracy of responses. We hope that the principles we've developed are a
first step in that direction. We have Tittle doubt that the problems we’ve
uncovered exist. However, because many of the solutions have not been tested,
we openly admit that they are subject to challenge. Some of the solutions
we've offered will stand the test of time; others will not. Undoubtedly, this
is an area in need of further study and creative insight.

Finally, we also hope to expand upon our work here by exploring
literature that has remained outside the domain of survey methodology to
date-- most notably, the eye-movement and the graphical design literature.
Knowing what we do now, it certainly ceems that thic literature may offer
further insight into the self-administered question-response process.
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Example 1. Cover Page of the Public School Questionnaire (Jenkins et al., 1992b).
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Diagrammatical Representation of the Public School Questionnaire

Example 2.
Cover Page's Reading Structure.
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If you have any questions, call the Bureay of the Census at 1-800_221 1204,

After completing this form, mail it to the Bureau of the Census in the preaddressed envelope
provided. Please raturn it within 2 weeks, . =

Example 3.

Redesigned Version of the Public School Questionnaire's Cover Page
(adapted from Jenkins and Ciochetto, 1993). :
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Example 4. Diagrammatical Representation of the Redesigned Public
School Questionnaire Cover Page's Reading Structure.
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Dear Principal;

The National Center for Education Statistics (NCES) of the U.S, Department of Education
requests your participation in the field test of the 1992-93 Schools and Staffing Survey. Your
school Is one of 900 public and private schools across the Nation selected o be in the sample.

The Schools and Staffing Survey, first conducted in school year 1987-88, and again in 1990-91,
s an integrated set of surveys consisting of the Teacher Demand and Shortage Survey, the
School Survey, the School Administrator Survey, and the Teacher Survey. These surveys are
being conducted periodically to measure critical aspects of teacher supply and demand,

the composition of the administrator and teacher work force, and the general status of teaching
and schooling. The purpose of the School Survey is to obtain information about schools such as
staff-pupil ratio, student characteristics, staffing patterns, and teacher turnover.

The LS. Bureau of the Census is conducting the survey for the National Center for Education
Statistics by the authority of Section 406(b) of the General Education Provisions Act, as
amended {;u U.5.C. 1221e). The data will be treated as confidential and will be reported only in
statistical surmmaries that preclude the identification of any individual participating in the
surveys,

We are conducting this field test with a sam pie of schools. While this minimizes overall response
burden, the value of each individual survey response is greatly increased because it represents
many other schools. |, therefore, encourage you to participate in this valuntary survey

by completing this questionnaire and returnin it within 3 weeks to the Bureau of the Census,
Current Projects Branch, 1201 East 10th treet, Jeffersonville, IN 47132-0001,

in the preaddressed envelope enclosed for your convenience.

Thank you for your cooperation in this wary important effort,

Sincerely,

-
ol

Acting Commissioner
National Center for Education Statistics

INFORMATION ABOUT YOUR PARTICIPATION

Public reporting burden for this collection of inform ation is estimated to average one hour,
including the time for reviewing instructions, gathering the data needed, and completing and
reviewing the collection of information. Send comments regarding this burden estimate or any
other aspect of thig collection of info rmation, including suggestions for reducing this burden, to
the U.5. Department of Education, Information Management and Compliance Division,
Washington, DC 20202-4651; and to the Office of Management and Budget, Paperwork Reduction
Project 1850-0598, Washington, DC 20503.

Example 5. Introductory Information from the Public School Questionnaire (Jenkins
et al., 1992h).
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INSTRUCTIONS

Most of the iterns on this questionnaire are arranged
so that the questions are on the left side of the page
and the answer categories or spaces for written
answers are on the right. Please answer the questions
by marking the appropriate answer category with an
X, or recording your answer in the space provided.
We suggest that you use a pencil or a typewriter,
rather than a pen or marker.

Motice that at the end of some answer categories and
answer spaces, there are instructions to skip to a later
item or to continue with the next item on the
questionnaire.

Unless otherwise indicated, all questions refer to the
1891-92 school year.

If you are unsure about how to answer a question,
give the best answer you can and make a comment in
the "Remarks” space. Please include the item number.

If you have any questions, call the Bureau of the
Census at 1-BO0-221-1704

Return your completed questionnaire to the Bureau of
the Census in the enclosed preaddressed envelope.
Please return it within 3 weeks.

Please keep count of the time required to earn;ptata this questionnaire.

At the end of the survey, you are asked to reco

the amount of time spent.

a. Please give your name, title, telephone number,

and the most convenient daysftimes to reach
you. This information will be used only if it is
necessary to clarify any of your responses.

Mame
Title
'r.A ;ude | Number
Telephone ! e |
D | Ti
If necessarvto | e Rt am.
reach you = Specify | puy

b. Does this school serve students in ANY of
Igmdleg 1 through 12 or comparable ungraded
evels

'010] 10 Yes — Continue with c.
: 2[0No — Stop now and return this questionnaire
to the Bureau of the Census in the
- enclosed envelope.

Thank you for vour time.

c. Please check the identification number on 01110 Yes
address label - Is this your School State | 2[JNo — Provide the correct number below. F
Identification Number? | o
I
I
Remarks

Example 5 Continued.
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A.  Please record the current time. At the end of the questionnaire you are asked to
record the amount of time required to complete this questionnaire.

Current time:

B.  Does this school provide instruction for grade 9 or above?

What grading system EETEE—
— Is used to compute a Skip t
student's grade point Rakae
average (GPA)7? 4

1[_]0.0t0 4.0
2[_]0to 100
3[ ]-1t03
4+|_] Other
specify

e
o information below ce e
G A 5

s
HEE

e ]

WHY ARE WE CONDUCTING THIS SURVEY?

Thie questionnaire is the last in a series of surveys designed to obtain nationwide
information on schools, staffing pattemns, and student characteristics. We will treat
your data as confidential and only uss it to prepare statistical summaries,

WHO IS CONDUCTING THIS SURVEY?

The National Center for Education Statistics of the U.S. Department of Education
requests your participation in this voluntary survey. The Bureau of the Census

is conducting this survey by the autherity of Section 406(b) of the General Education
Provisions Act, as amended (20 USC 1221e).

INFORMATION ABOUT YOUR PARTICIPATION

Public reporting burden for this collection of information is estimated to average thirty
minutes, including the time for reviewing instructions, gathering the data needed, and
completing and reviewing the collection of information. Send comments regarding
this burden estimate or any other aspect of this collection of information, including
suggestions for reducing this burden, to the U.S, Department of Education,
Information Management and Compliance Division, Washington, DC 20202-4651;

Washington, DC 20503

and 1o the Office of Management and Budget, Paperwork Reduction Project 1850-0598,

Example 6. Revised Introductory Material Beginning with Questions Rather Than Prose

(Jenkins and Ciochetto, 1993).

491




P ttem 15 — DOLLAR VALUE OF BUSINESS DONE IN 1989

a. What was the valee of all construction work done by this establishment in 19897
Repert your best estimate using either billings, revenues, recaipts, or other sstimate of value
of construetion work done. Refer to instructions for further explanation.

E:pf“mﬁ'r’:’” 138 1 eilings 3] Receipts

Mil.

: Thou.

appropriate box, ] |::| Revenues + ] Onher — Spacify
INCLUDE ® New construction ® Maintenance and ® Buildings and other structures |
® Additions, alterations, repair waork built for sale, excluding the 1
of feéconstruction ® Land development and value of the land |
® Special rades comracting improvemeant #® Construction work an own |
winrk ® Inatalation and service BEcount i
of equipment :
EXCLUDE # The cost of industrial and ether specialized machinery which are not an integral part of a structure - 1 Co
b. What were your receipts from kinds of business other than those reported in line a sbove in 19897
|
INCLUDE = Architectural and #® Retail trade * Manufacturing |
engineering services & Realty services ® Transportation I
® Construction management/ & Rantal of mashinery, ® Matedals sold 10 conirecions !
consulting services equipment, or builldings @ Sals of land |
® Wholesale wrade 1o others idE l' Ca
i
e Tﬂll“hmdh-miﬂuh1M—quhgmb e 148 : Oo

Example 7. The Original Version of the Dollar Value of Business Item from the

Census of Construction Industries Questionnaire (DeMaio and Jenkins,

1991).
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! Mark
Dollars in .
Key thousands {4) {.:.%a'-f
13a. For this aatablishmant in 1889, —
{1} what waers the raceipts or Lillings for all contract construction work done for
others? Exclude the dollar value of items purchased by this establishment that
wera installed in 8 building but were not part of its structure, such as production
machinery, furniture, etg, 141 Co
2} what waa the sstimated dollar valus of spaculative construction work done on
rasidantial and other building projects which you sold or intended to eall?
Include the estimated dollar value of — Exclude the estimated dollar value of —
* work actually done in 1989, whether * waork done before January 1989 and
buildings were sold or not, after December 1989,
* work in progress, that was actually * land. Even though land would generally be
done in 1989, included in the value of your building
* all improvements to land associated projects, the value of the land is not
with these building projects done by considered construction work done.
or for you in 1989, * work done in 1989, for rent or lease.
* 142 D [
[3) what was tha sstimated dollar value of construction work done for this
ast ent’s own use, i.e., not intended for sale, rent. or dona under
eontract for others?
143 Oo
4] what was the dollar value of construction work done?
Sum lines (1) through (3],
127 o
b. What was the dallar value of roceipts or billings for all other business activities
done by this establishment in 19897
Include —
* architectural services * rental of construction machinery
* building on your own land for rent or lease e #qupment 1o others
* construction management services * retail trade
* engineering services * subdividing and preparing your own land
* manufacturing into lots, for sale, rent, or lease
- rnlning . . n'ana:unatu;:;ﬂ
* wholesale tr
* real estate agents and mana
el i * other business activities 139 o
€. What was the total dollar vaiug of all business dona by this establishment in 18897
Sum lines 13a(4) and 13b.
140 Oo

i i ' from the
Example 8, The Revised Version of the Dollar Value of Bgsme&s I’gem :
4 Census of Construction Industries Ouestionnaire (DeMaio and Jenkins,

1991).
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P tem 5 — NUMBER OF EMPLOYEES LT

How many paid employees, permanent or témporany, full-tima or part-time, wera on +| “+*Number of employees of this establishment during -#
the payroli of THIS ESTABLISHMENT during the pay periods shown at the right? the pay period including the 12th of — ol
Include those on paid sick leave, paid holideys, and pald vacations as well as those
Bctuslly working. If a corporation, include salaried officers and executives of this wliden
establishment. I umncorporated, exciude proprietors or partners. Include sif March .| . Ma Auguat Mevembaer
employess for whom you fife guarterly withholding staterments. Do not include your 1383 ! 198 1989 1989
subcontractors or thelr employess. e — e T
®. Construction workers — Include —

® Laborers ® Eguipment ® Truck drivers and heipers

® Apprentices operators ® On-site record keepers

® Journeymen and ® (Onthers engaged directly in construction

® Craftsmen mechanics operations, ncluding supervisors up through

the warking foreman level
106 106 107 Toe

b. All other employees — Include — |

® Executives ® Accounting |

# Professionals  ® Personnel |

& Techniciang & DHice staff

® Purchasing ® Supervisors above the working foreman level |

108 110 111 EH

. TOTAL NUMEBEER OF EMPLOYEES — Sum of linas a and b above ——————j |

Example 9. The Original Version of the Mumber of Employees Item from the Census of
Construction Industries Questionnaire (DeMaio and Jenkins, 1991).
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Your answers to 5 through8 should be bazed on all emploveas for wham you filod withholding
statemuents (Federal Tax Return Form 941). Do NOT include your subcontractors or their employees.

5. During the pay periods which includa the 12th of March, May, Mumber of employees
August, and Novembar 1989, — :
Fay period | Pay period | Pay period Pay period
including | including | including including
8. how many construction workers were on the payroll of ‘MM‘*E*:“f ‘Tf L e “": 12th of e z“"b:"‘
e &y ugust warmibeep
this establishment? 1988 1989 1989 1989
101 102 103 104
Include —
* Working toremen * Craftsmen
* Job-site record keepers * Equipment operators
* Labarars and mechanics
* Apprentices * Truck drivere and helpora
= Journeymen * Others engaged directly
in construction
b. how many other employses were on the payroll of this sstablishment? | '°° he e T
Include —
* Supsarvisors *Technicians
» Job-site and home office * Architects
clerical and maintenance staff * Engineers
* Personnel staff * Frofessionals
* Purchasing agents * Executives
* Accounting staff * Others engaged in non-
construction activities
103 110 111 113

€. how many total employess wers on the payroll of this establishment?
Sum lines a and b,

Example 10. The Revised Version of the Number of Employees Item from the Census of
Construction Industries Questionnaire (DeMaio and Jenkins, 1991).
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4. What percent of K=12 students enrclled in this I

school are male? :
]
I

- Record the percent in whole numbers, not tenths; do not
enter & decimal point. Do NOT include prekindergarten or =1
postsecondary students. 055

4. What percent of the students enrolled in this school are male?
Record the percent in whole numbers, not tenths; do not enter

a decimal point. Do NOT include prekindergarien or
postsecondary students.

055) %

. Exeluding prekindergarten or postsecondary students, what

percent (in whole numbers) of the students enrolled in this
school are male?

055

X Example 11. Horizontally Aligned Question Format (Top View), Vertically Aligned

Question Format with Stand Alone Instructions (Middle View), and

}‘erticaﬂy Aligned Question Format with Incorporated Instruction
Bottom View).
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How many students (in head counts) were enrolled
in THIS SEHDDL (the school named on the
quastionnaire label) in grades K-12 or comparable
ungraded levels -

Include only students enrolled in the school named on
the questionnaire label. Do NOT include prekindergarten

or postsecondary students.
a. On or shout October 1 of THIS SCHOOL YEAR? Students
b. On or about October 1 of LAST SCHOOL YEAR?
Students

o[JSchool not operating in Fail 1990

Example 12. The Student Enroliment Item from the Public School Questionnaire
(Jenkins et al., 1392b).
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s' SECTION 2 — STAFFING PATTERNS — Continued

30. How many employees hold full- or part-time positions
in this school in each of the following categories?

If an employee hoids a position in more than one of the
calegories, count that person as part-time in each category

that applies.
P | FULL-TIME PART-TIME
INSTRUCTIONAL STAFF I
a. Instruectional staff - Instructional aides :255 ..
{paraprofessionals who assist classroom teachers) : o] None o] None
INSTRUCTIONAL SUPPORT STAFF i
b. Instructional coordinators and supervisors . 258]
{including curriculum specialists) : o[ None o dNone
|
259 260
c. Librarians/Media specialists I oI None o] None
1261 262
d. Library/edia center aides 1 sJMone ol Nane
I
1263] 264
e. Guidance counselors : o[1None ¢ None
1 265 266
f. Vocational-technical counselors : o1 None o] None
SUPPORT SERVICES STAFF :
0. Administrators: uza'rl ZEEE
{1) Principalis) .I o] MNone o] None
)
L2689 270
{2} Vice Principal{s) : ol None o Mone
|
z71] 272
(3) Other managers - e.g_, business i o[ None o] None
T
1
h. Administrative support staff - Clerical and 1273 274
nonmanagerial support staff I oJ None oJ Mone
i. Student support. unln;j: staff - Professionals and :
supervisory staff providing noninstructional i275] 276
services to studsants, inelugl:llng haalth, : 275 ——
psychology, social work, or attendance I o] Mone o] None
i- All other support staff (not reported in other 1
categories. such as health aides, maintenanca, :|
bus drivers, security, and cafeteria workers) L 278
X o] None o[ None

Example 13.
(Jenkins et al., 1992b).
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PART-TIME EMPLOYEES

26a. How many employees hold part-time positions in this school in each of
the following categories? Please read through all of the categories
listed below before starting to answer.

INCLUDE AS PART TIME
o Employees who work part-time at this school only.
o Employees you share with other schools within or outside of the school
district.
o Employees who perform more than one function at this schoonl, a.g., a
teaching principal would be counted once as a part-time teacher and
again as a part-time principal.

PART-TIME
1. Administrators:
(a) Principals . . . . v + « « +v « o o « [lMone or
(b Ve Peimctpalis) - o o s & o 5 2w = = LElhone or
(c) Other managers, such as business . . . . . . LJNone or
2. Instructional coordinators and supervisors,
such as curriculum specialists . . . . . . . LJNone or
3, Guidance counselors--
needs a definition . . . . . . . . . . . [HKone or
4. Vocational-technical counselors--
needs a definition . . . . . . . . . . . [JHNone or
Librarians/Media specialists . . . . . . . . ] None or

6. Teachers

Do not include as teachers--
Other employees listed in this item, unless
they also teach.

Teachers who teach only prekindergarten students [ None or

7. Student support services staff, such as school
psychologists, social workers, occupational
therapists, speech therapists, nurses, and

truant officers . . . . . . . . . . . . [None or o
8. Library/media center aides . . . . . . . . . O None or
9. Teacher aides . . . . . . . . . . . . . [ONone or A
10. Student teachers . . . . . . . . . . . . [None or pa——
11. Clerical and nonmanagerial support staff . . . . [ None or

Example 14a. Redesigned Version of the Classification of Emplovees Item frnm the
Public School Questionnaire, Part A. Part-Time Status [Jenkins

et al., 1992b).
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FULL-TIME EMPLOYEES

26b. How many employees hold full-time positions in this scheol in each of
the following categories? Please read through all of the categories

Tisted below before starting to answer.

1. Administrators:

Ry PrinctpRlE .« v o oo s owoamoa @ g
(b) Vice Principal(s) . T
(c) Other managers, such as business . . . .

2. Instructional coerdinaters and supervisors,
such as curriculum specialists .

3. Guidance counselors--
needs a definition . . . . . . . .

4. Vocational-technical counselors--
needs a definition .

5. Librarians/Media specialists . . . .
6. Teachers
Do not include as teachers--

Other employees listed in this item.
Teachers who teach only prekindergarien students

7. Student support services staff, such as school
psychologists, social workers, occupational
therapists, speech therapists, nurses, and
and truant officers o e W E >

8. Library/media center aides . . . . . . . .
9. Teacher aides . . . . . , . . . . .
10. Student teachers . ., . , ., . . .
11. Clerical and nonmanagerial support staff . .
12. Cafeteria workers . .

Example 14b. Redesigned Version of the Classification of Employees Item from the
Public School Questionnaire, Part B, Full-time Status (Jenkins

et al., 1992b).
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FULL-TIME

[] None

None
None

L] None
1 None

) None
[] None

D None

[J None
) None
L] None
[J None
[J None
[ None

or
or
or

ar

or

or

or

or

or
or
or
or
or

or
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i ~ STUDENT 1's NAME

1a. Excluding homeroom, study halls, and free periods, do you currently
teach this student?

010 JZYES—‘L szD—L

b. Do you teach multiple subjects to this

student all or most of the day? | Skip to ltem 2a ‘
on 1| Yes 2[_]No -] ‘
P l
| c. Excluding homeroom, study halls, and free periods, please
Skip to ltem 2a list the classes that you teach this student and the
i number of times per week that each class mests.
Meetings |
Class name per week

1
—

| T STUDENT 2's NAME

2a. Excluding homeroom, study halls, and free periods, do you currently
teach this student?

o2 1| Yes — z2|_|No
l A
b. Do you teach multiple subjects to this e
student all or most of the day? - Skip to Item 3a

013 :I:IY&sj 2|:|ch'

| |c. Excluding homeroom, study halls, and free periods, please
ta;_r:n:@ list the classes that you teach this student and the

number of times per week that each class meets,

TR e ]

Example 16. Redesianed Version of the Questions Developed for the Student
Records Questionnaire Using a Single Question Format (Jenkins
and Ciochetto, 1993).
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b SECTION 1 — SCHOOL CHARACTERISTICS — Continued
23a. Does this school offer a general program for students 1214 1[]Yes — Confinue with &

who do not plan to attend college? , 2[INo - Skip to item 24a
b. How many students in grades 10-12 are enrolled in :
this program? 215 Students
: o JNone

| [

24a. LAST SCHOOL YEAR, how many students were I
enrolled in 12th grade? El Students - Continue with b

! o[No 12th graders in 1990-91 — -
Skip io the note above item 263

b. How many students were graduated from the 12th —_—
grade last year? Include 1991 summer graduates. 1 217] Students - Continue with ¢

: o INone - Skip to the note above item 28a

c. How many of last year's graduates applied to two- or l—l
four-year mllagas¥ 1218 | Graduates

: o[ JNone
25a. Does this school offer job placement services for
graduating seniors? EE 1l]Yes
z_INo
b. Does this school have a “Tech-Prep” program, i.e., b .
vocational-technical instruction in the last two years @ ;%;ﬁs

ot high school designed to prepare students for two
raar:; of vocational instruction at the postseco ndary
ave

) SECTION 2 — STAFFING PATTERNS

NOTE: For items 26-28, INCLUDE itinerant teachers and
long-term substitutes. DO NOT INCLUDE student
teachers, teacher aides, short-term substitutes,
teachers who teach ONLY prekindergarten or
postsecondary students, and other non-teaching
staff (administrators, other professionals such as
counselors and librarians, and support staff)
unless they also teach part-time. Report in head
counts, not FTEs.

Full-time teachers

positions at THIS school?

.'

I

I

[

I

I

]

I

|

[

|

) !
26a. How many K-12 teachers have FULL-TIME teaching T221
| oCINone

b. How many K-12 teachers have PART-TIME teaching
positions at THIS school? 1222 Part-time teachers

]
i o JNone
1
|

= s fm ale St U b e o WP W e mbhans bbbl

Example 17. Transitional Heading "Section 2 -- Staffing Patterns" Falling in the Middle
of a Page on the Public School Questionnaire (Jenkins et al., 1992b).
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’ SECTION 1 — SCHOOL CHARACTERISTICS — Continued

NOTE - tems 2-7 refer to grades K through 12. Do not include prekindergarten or postsecondary

2. How many students (in head counts) were enrolled
in THIS SCHOOL (the school named on the
guestionnaire label) in grades K-12 or comparable
ungraded levels -

Include only students enrolled in the schoal named on
the guestionnaire label. Do NOT include prekindergarten
or postsecondary students.

a. On or about October 1 of THIS SCHOOL YEAR?

students or grades in answering these guestions.

Students

b. On or about October 1 of LAST SCHOOL YEAR?

Students

o JSchool not operating in Fall 1990

3. How many K-12 students in this school are -

Do NOT include prekindergarten or postsecondary
students.

a. American Indian, Alaskan Native (Alsut, Alaskan
Indian, Yupik, Inupiatl?

o[ 1None

Students

b. Asian or Pacific Islander (Japanese, Chinese, Filiping,
Korean, Asian Indian, Vietnamese, Hawaiian,
Guamanian, Samoan, other Asian)?

o IMone

Students

c. Hispanic, regardless of race (Mexican, Fuerto Rican,
Cuban, Central or South American, or other Hispanic
culture or origin}?

o[INone

Students

d. Black (not of Hispanic origin)?

¢IMNone

Students

&. White (not of Hispanic origin)?

oJNeone

Students

4. What percent of K-12 students enrolled in this
school are male?

Record the percent in whole numbers, not tenths; do not
enter a decimal point. Do NOT include prekindergarten or
postsecondary students.

[o] %

5. How many K-12 students were absent the most
recent school day?

include both excused and unexcused absences. Do NOT
include prekindergarten or posisecondary students.

Students

6. How many days are in the school year for students

in thie echool?

Example 18. Transitional Heading and tdvanced Instruction Coming at the Top of a Page

on the Public School Questionnaire (Jenkins et al., 1992b).
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2%a. Were there teaching vacancies in this school for

|
this school year, i.e., teaching peositions for which 230 100Yes - Continue with b i
teachers were recruited and interviewed? T i Skip to item 30
b. Did this school have any teaching vacancies this !
school year that could not be filled with a teacher \ 2:31 100Yes - Continue with ¢
qualified in the course or grade level to be taught? | 2[INo - Skip to ftem 254
|
¢. Which of these methods did this school use to !
cover the vacancylies)? 1232] 100Cancelled planned course offerings
Mark (X} ali that apply. 1233| z2[JExpanded some class sizes
1234] 3[]Added sections to other teachers’
i normal teaching loads
235| 2LJAssigned a teacher of another subject

or grade level to teach those classes
sC1Used long-term and/or short-tarm

substitutes
237]| sl]Used part-time or itinerant teachers
1238] 7L1Hired a less qualified teacher
1239] el]Other — Specify -

Example 19. Conventional Skip Instruction from the Public Schaol Duestionnaire
(Jenkins et al., 1992b).
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YOUR 12-MONTH REFERENCE DATE I5:
5.

Have youU sver drumis & boar. B Dlas of wine or & wine eoclar & ehot o Noues, or & mived deindk whh bgqu
T oyou ke only had /e from snoiher parson's drink, angwer "no.”

MARK ONE BOX.

1 D e ——

2 B

GO TO
CQUESTION 2

Thiirdk: shout tha very first tima you grank a bear, lass of wine or wine eosler, @ shot
of Bquor, of & mioed drivk. Ml couning ins you misht kave had from someona
WERES AWK, Now DR wene you the 1FS me yey drank an alcohaiic baverage?

oS o

CONTINUE WiTH
QUESTION 2

munmnmhmizmﬂh—nm from e dale wiithen) Bbowe up fo and

i you smoke & dgamnstls duning the 12 mants?
MARK ONE BOX. L

During the past 12 monthes. have you $Tokad cigarebes Tronry dary o Bimost every
hﬁuﬂw widhs 0 row?

ID Yas aD Ma
mnimtzmmmhhmmmummmm
MARY ONE BOMX.

|D Yea HD L]
muumtzmmwmmwumbwn
AT Eflact?

MARK ONE BOX,

1[Jves 2[Jne
Mﬁmmmmmmmmwmmmmmm
MARE ONE BONL

'ID Yes :D Ho

[During the past 12 morths. have you il sick or ked withdrewal symptems becauss
YU S1008d of £ Gown on cigareties

[MUEWGLEM smm;es.i

Example 20.

Branching Instructions in Questions 1 and 5 of
the 1990 National Household Survey and Drug
Abuse Questionnaire (Turner et al., 1997).
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SECTION 1 - SCHOOL CHARACTERISTICS - CONTINUED ]

11.  Please indicate whether each of the following programs or services is currently available at this
school to the students included in item 6. either during or outside of regular school hours and &
regardless of funding source.

8. English as a Second Language - Students with limited English proficiency are provided
with intensive instruction in English.

051 10Yes
l_ 2|:|N0
SKIP to b.

How many students participate in this program?

082 o CIMNone ar Students

b. Bilingual education - Native language is used to varving degrees in instructing students
with limited English proficiency. For example, transitional bilingual education and structured
rmmersion. Do not include foreign language classes or foreign language immersion programs.

053 10Yes
r2LINo
L3

SKIP to ¢,

How many students participate in this program?

nEa o OMNone or Students

Example 21, "Salient" Skip Instruction (adapted from Jenkins and Ciochetto, 1993).
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Page 1

-

PART A - Employment Status During the Week of April 12-18, 1992 \

Were you working for pay or profit during
the week of April 12-18, 19927 This includes
being self-employed or temporarily absent
from a job (e.g., illness, vacation or parental
leave), even if unpaid.

Al.

PGM2

w1 100Yes - Skip to A8

.[_ 2INo

A2. Did you look for work at any time during
tl;;rgg;vnnks between March 2 and April 12,
1

2 100Yes
2[INo

A3. What was your MAIN reason for not
working during the week of April 12-187

Mark (X) One
noa 1] Retired —Skip to A5
'f_?-l:l On layoff from a job
s My work is seasonal
4 IStudent
sC]Family responsibilities
5[] Chronic illness or permanent disability

| s[JCould not find work or believed ne suitable jobs
available in my field

s 1Waiting for new job to begin within 30 days
5[] Waiting for school to begin

101 Did not need or want to work

ﬁmﬂther Specify

& ] l"

A4. Had you previously RETIRED from any
position (e.g., mandatory retirement or
early retirement)?

0o
1CYes
| 2 INo - Skip to Part B on Page 4

AS. When did you retire?
Month
1

008 SR | D

Year

A6. During the week of April 12-18, 1992 were

you working full time or part time?

o 1 LIFull time {usually worked a total of 35
or more hours per week) - Skip to A9

2[C1Part time (usually worked less than
| 35 hours per week)

Were you seeking full-time work during
the week of April 12-18, 19927

mo 1dYes
2[ONe

What was your MOST important reason for
holding a part-time position during the
week of April 12-18, 19927

Mark (X) One

a1 1 CJFull-time position not availabla

z[IwWorked part time to accommodate
spouse’s/partner’s job or career

z[dWaorked part time for other family-related reasons
a[JPreferred part-time position for other reason
Specify g

Although you were working during the
week of April 12-18, 1992, had you
previously RETIRED from any position (e.g.,
mandatory retirement, aarly retirement)?

100 yes
20No - Skip to A1

A10. When did you retire?
Month Year

w19

A11. For whom did you work during the week
of ril 12-18, 19927 (IF YOU HAD MORE
THAN ONE JOB THAT WEEK: Please
answer for the job you considered your
principal employment.)

Employer Name

{1 -5 e ey e SN S i =L S

ors  xLIMARK (X) HERE IF YOU WERE SELF-EMPLD'VEy

Example 22.

= S08

"Intermediate” Skip Instruction from the Survey of Collece Graduates




Fill in the first student’s name from the cover page on the Tine below.

|_ —

I | ;
| E E'DDE :J =3 NEEE | 5
i What is this student’s current status at this school?

Enrolled EI,} e e

Suspended % %kipmz

Expelled -

Transferred [, ?'Ek1p¢xu*HEKT'"l?ﬂ
Dropout/Chronic Truant »sTUBEHI'ﬁH PAEEa

(See definition below)
Deceased El
Other [1 Specify

2. Is this student male or female?

Male
Female

{m]m

i. What is this student’s racefethnicity?

American Indian or Alaskan Native
Asian or Pacific Islander
Hispanic, regardless of race
Black (not of Hispanic origin)
White (not of Hispanic origin)

HOopno

4a. Excluding homeroom, study halls, and free periods, is this student
currently taught hr [Teacher 1]?

Yes L] | skip todb
o O E*’Sﬁﬁ*ﬁxéﬂ*

SR

4b.  Does [Teacher 1] teach this student all or most of the day?
Yes [0 E%’%Eiﬁ%ifﬁm%

4c. Ty - . I

Example 23. "Natural Reading Sequence” Skip Instruction (Jenkins and Ciochetto, 1993).
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Example 24, Diagrammatical Representation of the Conventional (Top View) 2nd

"Natural Reading Sequence" (Bottom View) Skip Instruction
Reading Structures.
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foma IPEDS-1C-2 3 4 e wam1mmmnm ]
e ULS. DEPARTMENT OF COMMERCE R NOTE - Thes form i authortzed by lew [20.U,5.C. 12218~ 1], Wite s not

SUREALICE THE CIWiUS i required 16 respond, your s Dwedied 1o maks the rsutts of thia survey
e e
o " T Mmm&ﬁhm'ﬂbﬁﬁmiﬁﬂﬁﬂbiﬁml.ﬂ
INTEGRATED POSTSECONDARY. | fnes s rocoes b mer raoge s o nkuten 1o .0 hxrs dnrciog o wiseoer
ED CATION D T- : YS ; “Wﬁ“’ hnﬁhnﬁ&h% sitimate
S inendes mmuﬂm SOUCH, gatharing
U . ATA S TEM :  &nd maintaining the data needed, end completing g the colinction of )
CHARACTERISTICS SURVEY Depsrtment of Education, information and Compllance Division,
1881-.92 T Washington, D 202024881, snd to the of Mansge=mm ana Budgat,
o | Paperwork Reduction 1650-0582, Washington, DC 20502,
Péease MWWW' instructions befors )
this survay form. Respond to sach ftem on this
POt in the spece provided, Cerlain bl
Thase responses were provided by your
W—”“ﬁ%”’?ﬁ s propeinted
rectansbce L T & responed
varily that it is correct. if 5
Cross oud the ex, Bha
and Lorrect redponsd,
:mzs IN RED 30 they ara sssity identified. Bz sure
the enrofimeant and heltion questions,
hmmmmﬂwhmmmuﬁn
Mms##ﬂ MOV, o e Ay e ey
If there are any questions sbout this form,
. S COMEAGR.E:: D i
Elaine Kros, NCES, a1(202)219-1361 = 8 - m——
- or the Buresu of the Census IPEDS =~ I Dets g
representative at (301] 763-4947. A A A e P
Sk INSTITUTIONAL IDENTIFICATION 198192 R
¥ i 0, P -mhlh - ; mm: 'klﬂi!‘ _.q:’*:?s{:??-\..‘_.z-.t i e Lo
1. Name of institution covered by this raport 2. UNITID
o] )
3. Address (Number and street name) 4. Name of county or independent city
03] E)
City | State 1ZIP Code B. Congressional district
[ooE] o08) loo7] 008
6. Name of chief administrator l | Title
foos] 5
7. Name of respondent | Telephone number

211

> r General information
8. Telephone numbars T
=

Slp O
T et S ‘:?..n-( B
el Rege Ty

Example 25. Cover Page of the 1991-82 Integrated Postsecondary Education Data
System Questionnaire.
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Partll — EDUCATION AND TRAINING — Continued

11. M you are a student attending = college or ,i'*'_J 1 [ Studant. hull-time
university, mark your status. 1 ] Student. part-tima

3 [0 Not currenty & student

I
I
L}
T

12a. Which of thess kinds of training did you 1880 1881 KIND OF TRAINING
participats In durlng 1980 or 18817 VIE 10 10 Military training applicable to
Mark [X) the appropriate year for each type of | * - present civilian occupation
training you received : 0 20 Extensionor correspondence

courses applicable 1o present
civilian occupatian

]
]
b
i ad 30 Coursesat employer's traiming
] tacility
: «J «0  Courses st aduit aducation canter
" i L =0 Courses presented in conjunction
! with prafessicnal meetings
4 s 60 Courses presented by professignal
i Iraining organizations [commercial
i or non-profit)
- 10 10 other training
i s 0 o0 Mone
T
b. Wers continuing education units {CEW's) or other ' 1580 1981
forma of u:u;rﬁud credit units sarned as a 1136 4 [ ves 1 ves
i I
result of the sbave training (in ftem 12a)7 | 2] Ne 23 Na
i =
Partlll — EM PLOYMENT STATUS
13. During the wesk of May 9, 1982, were you — :l.!ﬂ 1 O Working full time (35 hours or maore per week in at

| least ane pasition) — SKIP 1o | 7a

[ 2 L Working part tme — GO 10 14

: 30 Not warking, but seeking werk — SKIP to Part Iv
« [ Nt warking and not seeking wark — SKIP 1o 15

L e
14. Were you seaking full-time work? :Hﬂ 1 g Yes
i N

- }Skh‘mlh

15. Did you look for work at any time during the 3 weaks 139 , Yes
PRIOR to the wesk of May 9. 19827 ] : 0 No

i

16. What was the MAIN reason you wars not working 140, ] on layolf froma job

or not sesking work during the weak of May 9, : 2 0 On vacation or atherwiss temporarily GO ia 172 .
13827 | absent from a job for health or personal
Mark (X1 only ane box. i dtsishal
X 10 Retired b
4 [ Student

I
|

]

]

: s L] Family responsibilities

i ¢ (] Chwonic iliness o permanent disability

I' 7 [ Could not find work or believes no \, SKIP
I

i

]

I

i

1

1

iobs available in my particular figld to
¢ 0] Did not want 10 work fﬂ”
s [0 New job to begin within 30 days
1wl Waiting for eehasl to begin
110 Other — specity J
y 17a. During the wesk of May 9, 1982, wers you working :_‘ﬂ 100 Yes - skip to Part IV
81 (or on layoff from) a position related to the i a0 Ne — 0o

natural selences, socisl scie ncas, of angineering?

Example 26, A Page from a Lonventionally Designed Questionnaire.
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FPage 7

C7. Do you currently belong to any national C11. What were your TWO most important
professional societies or associations? reasons for attending training activities?
me 1D Mast IMPORTANT REASON
200N 132 - — . from Question C10 - (Enter LETTER)
C8. Inthe zsgnars between April 1990 and
oo i B aﬁgiﬂ:fk';:f;:d&ﬁm“ or SECOND most IMPORTANT REASON
other work-related training activities? - et Chiwgtion TG~ [EmipeLET 1Y
= Do not include college courses = these will ba
discussed i Part D,
= Do pot Incluge professional meetings unless you
attended a special training session conducted at
the mesting/conference.
120 C12. During the 52 weeks of the 1991
10 Yes calendar year, how many weeks
were you -
2[INo - Skip to C12
N
C39.  In which of the following areas did you Ulﬁm-,.:rEEEh
attend work- related workshops, seminars, gl '
or other work-related training activities? ! Working, including weeks of
; I paid vacation, paid sick leave,
Mark (X} Yes or No for esch Yes MNe 134 — — I _ _ _and military service?
v oy |
121 a. Management or supervisor training. .1  z2[J ! On an unpaid lrave of
122 b. Technical training in my i - — =!— — -absence from a job?
occupational field ., . .. ... ... A0 =20
123 €. General professional training (e.g., I
public speaking, business writing). . .10 2[] | . .
124 d. Other work-related training Specify ;rﬂ:l 1| - R e wat gy e ki ierdy
[
|
“““““““““““““““““ 177 — — J_ _ _Not working and not seeking work?
___________________ |
C10. For which of the following reasons did 5 'Y roTAL
you attend training activities between =
April 1990 and April 19927
Mark (X) Yes or No for each Yes  No
‘ ‘ C13. What was your TOTAL EARNED income,
125 8. To acquire further skills or knowledge BEFORE deductions for 19917
in my current occupational field. . . . . 1O 0
: : Include all wages, salaries, bonuses, overtime,
e b. ;!;n fﬁﬁﬂrrg:tkggmm knowledge 10 O eommiseions, eonsulting feas, nat insorme from
N e e s . 2 bu’;nﬂgmsr summertimea te.acj'.u'ng ﬂflﬂﬁa‘mh;
¥l ¢. For licensure/certifieation. . .. .. Ll 20 M’”“””‘Mmﬁﬁfﬂﬁfgﬂﬁr other wark
128 d. To increase opportunities for
promotion/advancementfigher salary 1[0 2 ¢
128 &, Iﬂ learn ski:ls or k.l;lﬂ'l;'lﬂﬁgﬂ‘ needed 18 .00
or & recent uire sitionfe.g, 000 | 1T e e
arientatinn) \raﬁ_q_ dihe .pf._ i g a0 20 ___ Total 1897 earned income
Example 27. A Page from a Redesigned Questionnaire.
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PLEASE ALSO ANSWER HOUSING QUESTIONS ON PA

PERSON 1 PERSON 2
Lo msme L& it [
Flease fill one column s
for each person listed in o — Middhe v | Firs mamme Middia inizal | Fi name
Cluestion 1a on page 1.
2. How is this person related Ii a RELATIVE of Person 1: i aREL
| to PERSOMN 17 T i O Husband,/ wife T Brother/ sister
Fill ONE sircle h person, n this commn ase 2 Matural-barn Z Father/meth
e membar jor one of the members) In whose name or adopted O Grandchild 2
|, H Other relative of person in column 1, the home is ouned, being bought, or rented, son/ daughter O Oihir ralative
il circle and print exact relationship, such o S T
as mother-in-law_ grandparent, san-in-laus, If there is no such persen, stast in this column with stapdaughter e T A
niece, cousin, and so on. any adult howsehold member. ENOT EELATED 18 Pasen 1+ " ENOT
5 T Roemer, boarder, < Unmased
ar faster ehild partniar
& ) Housemate, 2 Other
| roammate nonrelative
[3. Sex 2
Fill ONE circle for each person. 2 Male T Female 2 Male 2 Fernale
4. Race i
. 2 Whige O White
mm#hmmtﬁdﬂum O Black or Nego O Black or Negro
considers himself /herself to be. o lndmiAM.}{me:l}mnmeoéﬂu [ h'bcHanmm_!lfPﬂmﬁwnmrih
i Indian (Amer.), print the name of e e e )y B o RN ncons "
the enrolled or principaltrbe. i -E : !
O Eddme T TTTTTTmTmomes 2T - e bt e
AleUt sian or Pactic Islander (AP ORI ke o Paclic Whinder (APY
O Chinese . 7 Japanese 2 Chinese . O Japanese
2 Flllping 2 Asian Indian O Filipino 2 Aslan Indian
"_Oli“r.ﬂﬂnﬂf"adﬁ:hhndﬂim & Havealian & Samoan L Hawalan ' Samoan
print one group, for example: Hmong, < Horean o Guamanian & Korean O Guamanian
Figan, Lactian, Thal, Tongan, Pakdstani, O Vietnamese O Other API O Vietmamese O Other API
i Cambodian, and so on. e - [ ——— e ? —
I I 1
| lf Other race, prntrace. R B o i ST S S J
[ a L%::m{?dﬂlm:]—; o E}marm{?mlrm-f -
| 5. Age and year of birth a. Age b. Year of birth 2. Age b. Year of brth a Age
1 i I i A I ] i I H i H X 1 i i
a. Print each person's age at last birthday. i b g ,: P i :I | | i P | i H
Fﬂhﬂ!m!ﬁcﬁﬂgdn:hblhumm | ERFRRSSN -, e LR RS- Se—— bemebemaa | tcrchmee e ) e [Y—
[ 0cocoo0Q 1eBOO0DCOD Do0O0DC le8o0o0oQ 0
| 101010 201010 101010 901010 1%
| b. Pinteach person's vear of birth and & the Zoz0 2020 2020 d0c20
' matching circle below each box, 3030 3030 303oQ ic3o
4 O 40 . 4040 4040 . 4$4040
5050 50580 5050 5050
6080 6060 6060 606 O
TOT0O T070 TaTo br il B Ml o
8080 80RO EO0OBCO BOBOD
i 8080 850890 9090 2090
6. Marital status 0 Mow marsied O Separated 2 MNow married O Separated I
[ Fill ONE circle for each person. 2 Widowed 2 MNever married 2 Widowed O Mever married !
C Divorced o Dhvarced i
3
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THE 1992 NATIONAL CENSUS TEST

—

Four very brief questions about each person living in your household on April 1, 1992.

Please complete both sides of this questionnaire

and return in the postage-paid envelope.

OMB No. 0607-0728
Approval Expires 09/30/92

A. Please answer the four brief
questions for each person
living at this address
as of Wednesday, April 1, 1992,

DON'T INCLUDE PERSONS WHO:
*Usually live somewhere else

=Are away in an institution such as a prison, mental
hospital, or nursing home

«Are college students living somewhere else while
attending college

*Are in the Armed Forces and live somewhere else
*Stay somewhere alse most of the week while working

{Start with the household member, or one of the
household members, in whose name this
house or spartment is owned, being bought,
ar rented. If there is no such person. start

4916 Livingstone St.
Bremer, WA 90001

BE SURE TO INCLUDE PERSONS WHO:

*Usually live here, such as family members, housemates and
roommates, foster children, roomers, boarders, and live-in
employees

*Are ternporarily away on a business trip, on vacation, of in
a general hospital

=are college students staying here while attending college
=Are in the Armed Forces and live here

«Are newborn babies still in the hospital

*Ara children in boarding schools below the college lavel

Stay here most of the week while working, even if they
have a home somewhere elsa

sHave no other home and are staying here on April 1

American Indian (Print name of enrolled or

with any adult household member.)
PERSON 1 4. What is this parson’s race? \
] White
] Black or Negro
NAME L] American Indian {Print name of enrolled or
TPrint] Cast First Tnitfal “ Esﬁgif?"ﬂr-‘f'ﬂﬂf tribe} —+
imo
1. What is thiz parson’s zox? (It is important to answer ] Aleut
Female both Questions 3 and 4) Chiness
Male 3. Is this person of Japanese
Spanish/Hispanic origin? Filipino
E Mo, not SpanishyHispanic Asian Indian
Yes, Mexican, Hawaiian
2. What is this parson’s Mexican-Am., Chicano Samoan
date of birth? [] Yes, Puerto Rican Korean
Yes, Cuban Guamanian
100 5 U o Y
e - Yes, other Spanish/Hispanic Vietnamesa
Day . (Print group) — Other Asian or Pacific Islander
{Print race) —
[] Some other race
{Print race) — /
ERSDN 2 4. What s thia person’s race?
White
Black or Negro
NAME
iPrintl M e S TSR - [ |

Initial — _ Principal triba) —

Example 25. Redesigned Census Questicnmaire Using An Individual Space Format.




OMBE M CRI) DBT7 Bpprave Eypeny 06 B0 A0
i rmapiaet by A Eiivhe 13, L 5. Codal, By The asme lew TOHR RE PO T ]

DUE BY JANUARY 1, 1581
- mOTICE [ pr—
o Ton thwa | 10 THE CENELE SURE ':utscwmsw_ M iy be B, oedy by ymroen Cormuw smpiavess i b
VT 0Py 08 ARFTIDTICH DRFDORTY. W ] LANRPLI | B Ui PO P
el T i W00 Seovaden s Do relised @ pous Tl Him-nhunl..lllm-.l
UNITED STATES 1 Errrmpordert & TR 8 B4 Frot, Gkt fefer 15 rou Carers Flls Maries [E7 9]
CENSUS
=
WLREAY OF THT CTNEUE
1309 Eat 7otk Frwe
Jeflarsarreilia, W 47133
Wi rgcoids ave ot av sl ot #H sl B
e, 1 youn Comyast Nl by Jamesbey. 1. & Yoo p 51BN FEcuERE oy or S8 e 08403343343 (86-0334334
shove sddress. Inchude vour | -chgigcter Cemu File Mumbear 12FH) BAD2
am g m-":hhcrmﬂ:nnup-rm]muu-s H“'muﬁ,_m {)gbq.g-_,.;gg.._: “_.. 00100
] b inend Tl W e e—mame e e e —F s
iy it j,l | | | I L. David Sinclair
Cenmus Fiis Mumbss hir I =4
e i 17 | I 4916 Livingstone St
YU Compietid raser. A | Hremer, WA 90001 |
f— aﬂ. =am na? —Hﬁ - STo— |
WVIE Tan E LIF
amLy Py pve COTBCT Fears o nd. sddnery, and T Cpde. ENTER stvewt o nuenbire o nor thoses

* PART A — CROPE HARVESTED !rm TH‘I# PLACE I 19920

1. At amy time during 1984, &d you do any of the fdlowing: el IVE
e CroQ o ey e o

* operate 3 farm or ranch (inghuding greenhouse snd nurseryl? Py
l"mlg-::.r;::mqnlrﬂlf ; e Groas vishod &l
" netre Breing or ranching = Chsmrriry heruted ]
§ D " U H 1. Hay crops Wors | harvermed [T :m‘
L ° . Alaty snd Wislla 1 —— T !
2. At mnvy time durleg 1950, d'ld-rwruww“mr mintures ... [] : Sl . , an
* Erops mchuding har, totacca, ks, vegetables, mons, bemier, e lor ssle? b.Smatgantey . 1] " ol i oo
mm«mlmwwwwmmmmﬂr g - i L A '
* crops, Brestock , of pouttry for heems wee o 21 8 hobley eWidhey ... bt 1 "o
il ves « Cwe o, Othas By - . i e L :
I you srrweered YES 1o EITHER of these questions, go te SECTION 2. Sevctprid [ SR ARSI P ey I’“ § A
H yous arvivwered RO b0 BOTH of thwee questions, po to SECTION 10. 2.Com lor grain o sead ] R o fs , 00
m ACREAGE 1N 1980 Fepor e umed, e  oadby Yo | 3. Sayousns forbews . (] | w |i ! o0
v gl ““thwum mm“ 55 OF 4. Whem fTor gran i ' ' g
AP E, L] B !
LOCA Fiow of DeF %, ’ . e i :
rangeisnd, woodland, idle land, houss Mo [Humtar of s | B. Tabacco — sitpes D et _-_ru e ;o0
lkis, #he. T 8. Potatoes, rizh —0w ! 1
1. AR lared owned | RPAP 53 oxi kit tretgwen, 1y i | A
2. Allland i I'.‘ﬁTHEF'.S s tex focren e L] [T L
worked by you on shares, used rent fres_ in snchange foe i T
sefvices, payment of taxes, etc. Inchuce bested Federal, State, 7. All vegetables for yaie Mo Teww scnin J Dolwy | Camn
mrﬂfﬂlﬂhﬂifmmfﬂmwuﬂdmrww 1 ot e e g 3
batis uncler § graring permd.) |, | .0 ﬂrmwf\;_._.
3. AR laned reraed of eased 10 OTHERS, m-ﬁul-d-uhﬁm o .’....-..,." [[_ - -

shanes by wthers and lend sublessad Ao complety e § bedsw. [ |

4. Acras in "THIS PLACE™ — ADD scres owned fitem 1] Hore
and seres rended fitem 2), then SUBTRACT peres rented B, AN fruit ard ms oechards, | PP a—
T DTHERE Gtem 31, and enter the result &1 this spave, — g WINEYOE, B Demed .

W the eniry & 1rm, pmese refer 23 the Informution Shear. seeren 3, | """"""n—

5. nruwmmmmmm m.m "EI" e

8. Ditheer c1008 — For pokFsiorsal crops, antar e crop rares. i code fromm e B bekcer
T

cres ovd you ownd . L
&3 did you pwn? Aeray Ragert o . 1 18 et ereeatiod moih eroe
Couney rame Slate ooy wisun ol
ﬂ.h{-hu:m::mm;ﬂnqllm:rnnhnﬂgul Crop naree Cods ,""”:H Cheartity haranited s sold
agricul provhacts rased o produced? -, L, L, L. Deollirs Iﬁhﬂ
LAMD USE snd IRRIGATION r S
+ PART A — How wars the ACRES In this plecs uved in 19907 - ! 1 s
Misvs | Mumber of poret, 1 oo
1. Croplend harvesied — inciude s% tand fom wiich T e e p— - =
e R L Sopr Cote | vpmams o
B Cinalead an o ; i TH mh.ﬂnﬂhﬂﬂ ........... A Darta For pren [hakalal are
wihich ol caups falles) — fraception Do mor [ mm-w.w—ﬂ Sorghurm Loe gran-relc [bushehl anr
#pT Nt Uit i Greharels e wineyaeids o meich e oo dked) || Cottors Msesl ..., ... BET O oropet Ipouncil - Specity . T2
3. Cropland ide, uwmmlumm ] ™ ® PART B — MURSERY snd GREENHOUSE CROPS OROWN FOR SALE
o crapland in cubtreated summean (slow _ R Tyt | o “THIS PLACE" In 1800
4. Cropland vsed only for pasture, wmma-qnmpd, S From the kst below, snter the crop name and cods for aach croo grown.
snd other pastlveland and rangetand, , ., ..., . ... | Scuars fowt | Acres i B ooan e
5. Al other wood|and, Wlmllnd. bousehu_!l: nat " Crop rame Coe | under glass o n 1530 sty
m b [ S [ — Flrdlars Framtsl

s T T ————_—

Example 30. Cover Page of the 1990 Census of Agriculture Ouestionnaire
(Photo-reduced to 74 Percent of Original Size).
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DISCUSSION

Jared B. Jaohe
National Center for Health Statistics

These excellent papers approach the topic of self-administered
questionnaires from different perspectives: Lessler and 0 Railly
discuss the wuse of audio computer-assisted self-administered
questicnnaires for sensitive gquestions; Jenkins and Dillman
describe the use of graphic design principles, as well as cognitive
and motivational factors in the design ot paper and pencil self-
administered questionnaires. Its a privilege to have the
opportunity to discuss their results, relate their findings to the
literature, and offer some suggestions for future work.

Presentation by Lessler and 0’Reilly

Lessler and O'Reilly describe the evidence that self-
administered questionnaires result in more reports of sensitive
behaviors. They describe the disadvantages of self-administered
yuestionnaires; some of these problems were discovered by cognitive
testing. They describe computer-assisted self-administered
interviews (CASI), and audio CASI data collection, as well as some
of audic CASI'e advantages. Finally, they presented the results ot
an experiment conducted during the National Survey of Family Growth
(NEFG) Cycle 5 Pretest.

The first issue that I'll address is respondents’ ratings of
their preferences of method of administration. Lessler and
O'Reilly describe a small-scale study by 0O'Reilly, Hubbard,
Lessler, Biemer, and Turner (forthcoming) showing that respondents
preferred the audio CASI method. A greco-latin square design was
used. Thus, all respondents’ ratings were unbiased for the three
Self-administration methods tested. in the present study by
Lessler and O'Reilly, respondents also recommended audio CASI for
reporting abortions. However, such a finding should be interpreted
with caution. Respondents could only compare audio CASI to the
computer-assisted interview. Contrast that result with those from
a collaborative study between the National Center for Health
Statistics (NCHS) and the National Opinion Research Center (NORC)
(Jobe, Pratt, Tourangeau, Baldwin, and Raginski, forthcoming). In
the NCHS-NORC study, focus group respondents recommended focus
groups for collecting sensitive information, and respondents in a
CASI pretesL recommended CASL. Both the Lessler and O'Reilly study
and the NCHS-NORC study lack appropriate comparison groups.

All these studiee impose large demand characteristics on
respondents (see e.g., Orne, 196%9). Therefore, my conclusion is
that respondents will usually prefer the administration method that
they have just experienced. Thus, the audioc CASI may not be as
strongly preferred as Lessler and 0'Reilly’s results would suggest.

A second issue is whether method of administration effects
occur when collecting data about sensitive topics. This is a
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timely gquestion. The O'Reilly et al. study, described by Lessler
and 0'Reilly, found that the two CASI methods, audic and video,
produced more reports of marijuana and cocaine use than the paper
and pencil self-administered gquestionnaire. Few differences in
sexual behaviors were noted. 1In Lessler and O0’Reilly’'s study, the
178 respondents reported 48 abortions when using audic CASI,
compared to 42 abortions during the regular interview.

This result can be contrasted with results of the NCHS-NORC
study mentiocned above (Jobe et al., forthcoming). We crossed
computer-assisted and paper and pencil interview modes with
interviewer and self administratiomn. Computerization had no
effects on a variety of reports of sensitive gquestions. Self
administration, however, resulted in more reports of some sensitive
behaviors: As shown in the top panel of Table 1, more sex partners
were reported for the last year, last five years, and lifetime with
self administration. As shown in the middle panel of Table 1, more
condom use was reported in the last 30 days and past year
(marginally significant) with self administration. As shown in the
bottom panel of Table 1, more respondents reported a sexually
transmitred disease with  self administration,. Neither
computerization nor self administration had any main effects on
reports of abortions or drug use.

Table 1

Mean sexual partners and rates of sexually transmitted
diseases by method of administration

Method of Administration

Self- Administered by Ratio
Administered Interviewer
Number of Sexual
FPartners
Past Year 1.71 1l.44 1.15
Past Fiwve Years 3.87 2.82 1.37
Lifetime E.51 £.43 1.20
Condom Use
Past 30 Days 46.7% 35.3% 1.32
Past Year 23.8B% 17.9% 1.33
Sexually Transmitted 22.0% 17.0% 1.29

Diseases

Scurce: MNational Center for Health Statistics
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Recently, Boekeloo, Schiavo, Rabin, Conlon, Jordan, and Mundt
(1994) reported that patients at a sexually transmitted disease
clinie reported more high-risk sex behaviors te 2 of 16 questions
for audio CASI compared to a written self-administered
guestionnaire. BEoth were superior to a face-to-face interview.
They also found fewer missing responses with the audic CAST.

Thus, the studies I have discussed and several others,
indicate that self-administered guestionnaires may result in more
reports of sensitive behaviors than interviewer-administered
guestionnaires. However, not all sensitive behaviors are reported
more frequently in every study showing self-administration effects.
Moreover, there is some evidence that computer or audio CASI is
slightly superior to other forms of gelf-administerad
guestionnaires. We clearly need more studies comparing different
methods of administration, especially comparing written, video, and
audio self administration. My hypotheses are that, across studies,
the effects will be small and equivocal among those three, but that
effects will be larger and more consistent for self administration
over interviewer administration.

A third issue raised by Lessler and O'Reilly’s presentation is
the use of incentives in sensitive surveys. They manipulated
incentives as a variable, in addition to audio CASI. Table 2z shows
additional data from their study, reported by Mosher and Duffer
(1994) . Self administration and incentives worked in an additive
fashion: The highest percentages of respondents reported an
abortion with a $20 incentive and audio CASI (30%), and with a %40

incentive and no audio CASI (29%). Intermediate levels of abortion
reporting were found with audio CASI and no incentive (25%), and
with a 520 incentive and no audic CASI (22%). The lowest level of

reporting was found with no audio CASI and no incentive (14%).

Table 2

National Survey of Family Growth Cycle 5§ Pretest

Group % Reporting No. in
Abortion Group
In-home, No §, No Audio CASI 14% in = 96)
In-home, $20, No Audic CASI 22% in = 72)
In-home, Wo 5, Audio CASI 25% in = 98)
In-home, 520, Audio CASI 0% {in = 80)
Off Site, %40, No Audio CASI 29% (n = 147)

Source: National Center for Health Statistics
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In the NCHS-NORC study (Jobe et al., forthcoming), incentives
were used only with neutral site interviews, and respondents
interviewed in their own home were not paid. We found no main
effects on the incentive/site wariable for any of the tested
sensitive behaviors. Thus, in one study incentives had an effect,
and in another study incentives had no effect. Clearly, more
research 1is needed on the effects that incentiwves have on
responding to sensitive gquestions.

Presentation by Jenkins and Dillman

Jenking and Dillman presented 20 principles for designing
self-administered questionnaires. In her conclusions, Ms. Jenkins
states, "Little information on the design of self-administered
gquestionnaires existed until relatively recently. That which did
was based primarily on common sense and individual experience."
What is significant and interesting about this statement is that it
is so close to statements researchers made about the design of
interviewer-administered questionnaires before cognitive psychology
began toc make an impact a decade or so ago.

I am excited by their approach. Their principles have a high
degree of face wvalidity. Potentially, attention to graphic design
features as well as cognitive and motivaticmal factors could
improve self-administered questionnaires as much as cognitive
interviews have improved interviewer-administered gquestionnaires.
However, in order for this to occur, two major differences must be
overcome  between how cognitive psychologists approached
gquestionnaire design and how Jenkins and Dillman have approached
self-administered questionnaires.

The first difference is that, from the beginning, cognitive
psychologists involved in questionnaire design have utilized the
theories and results from cognitive psychology (for reviews, see
Jobe and Mingay, 1991; Jobe, Tourangeau, and Smith, 199%3). These
scientific citations helped convince people that gquestionnaire
design could be more of a science and less of an art. Researchers
integrated basic and applied cognitive research on language
comprehension, memory encoding and retrieval, £frequency and
magnitude estimation, heuristics, and decision processes. These
are described in articles and books dating back to the beginning of
the survey research-cognitive science collaboration (e.g., Hippler,
Schwarz, and Sudman, 1987; Jabine, Straf, Tanur, and Tourangeau,
1984; Moss and Goldstein, 1979).

A prime example is an excellent discussion by Fred Smith
{8mith, 1%9%1). He described how cognitive laboratory research on
free recall, on frequency estimation, and on magnitude estimation
applied to the respondents’ tasks of recalling their previous day’'s
intake, estimating the freguencies with which they eat foods, and
estimating the sizes of their portions. Awareness of the
literature on cognitive theory and research has resulted in the use
of these theories and application of results in questionnaire
design research. Researchers who are not cognitive psycholegists
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have been able to this knowledge to design excellent cognitive
experiments on questionnaire design.

Jenkins and Dillman state that a major reason for their papers
is to encourage experimental research on the issues raised by their
20 principles. Theirs is a laudable goal, and an attainable one.
A paper with these well thought out principles will ericourage more
regearch, if it is well grounded scientifically. A necessary next
step for Jenkins and Dillman is to integrate significant research,
some cognitive, some social, which is applicable to their
principles. Relevant research has been conducted on reading
comprehension (e.g., Graesser and Bower, 1950), eye movement (e.g.,
Carpenter and Just, 1983), respondent effort (Krosnick, 1891],
politeness (e.g., Grice, 1975), and impression management (e.g.,
Schwarz, 199%93), to name a few areas.

The second difference hetween this presentation and the
cognitive approach is that cognitive psychologists have well
described the applicable methodology so that other people can use
it. The most prominent example of this is the cognitive interview
\e.g., Lessler, Tourangeau, and Salter, 1989; Willis, Royston, and
Bercini, 1991). Although different types of cognitive interviews
are used, the one most freguently used in questionnaire design is
the concurrent think aloud with probes. This methodology has been
described sufficiently so that the largest federal statistical
agencies, university survey laboratories, and private survey
organizations now use cognitive interviews and do it well. It is
not very difficult to learn, although there are individual
differences in skill at conducting cognitive interviews.

Jenkins and Dillman have NOT described appropriate techniques
for all their principles so that others can use them. For example,
they refer to graphic design principles in their paper. But, after
reading this paper and a much longer version of the same paper--1I
am unable to describe these graphic design features. 1In Principle
two they state about Example 3, "This cover page uses natural
reading format and graphical design features." The sams problem
occurs on other principles such as numbers 11 and 12. Principle 11
uses the same two terms, and yet they are never defined. For these
principles to be helpful, they must not merely give examples of how
the Census Bureau successfully solved gquestionnaire design problems
for a particular survey (I am impressed with their success), but
they must educate people so that they can use them on their own
guestionnaires.

Several of the principles ARE self explanatory and easy to
implement. TFor example, I developed a solution to the problem of
multi-task formats identified in Principle 8 and illustrated in
Examples 13 and 14. 1In the solution described by Jenkins and
Dillman, the respondent must still perform two mental calculations
at a time. In contrast, another solution would be to ask
respondents to report the total number of employees in each
category, such as teachers, guidance counselors, and teachers
aides. Then the respondent can be asked to divide the employees in
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each category into full time and part time workers. HNot only does
this solution require the respondent to perform only one mental
task at a time, but it more closely matches how the information is
likely to be organized in the respondent’s long-term memory. The
solution I just described also illustrates my earlier point that
knowledge of relevant scientific 1literature can make these
principles more effective.

A third issue, and one that illustrates the effectiveness of
the principles, is the gplit-ballot experiment. The one described
by Jenkins and Dillman used 5 experimental guestionnaires, and is
a dramatic example of how these principles can be tested
experimentally and shown to be effective. This study demonstrated
that large structural and organization resulted in large
improvements in item and response rates. Note alse that smaller
changes produce smaller results.

I can conclude by stating that these 20 principles have the
potential to revolutionize the design of self-administered
guestionnaires. However, the long-term effectiveness of these
principles may be determined, at least in part, by how their
scientific underpinnings are explicated, and by how their everyday
use is described.

ACENOWLEDGEMENT: The author is greatly indebted to Douglas Herrmann
for his many wvaluable suggestions on an earlier version of this
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DISCUSSION

Roger Tourangeau
National Opinion Research Center

1. Intreduction

Both of the papers in this session concern the impact of the
mode of data collection--in particular, the effects of self-
administration--on data quality. The papers share a more specific
concern with the difficulties respondents may have in reading
survey questions and following skip patterns and other instructions
for completing the gquestions. The +two papers explore very
different approaches to addressing these problems. The paper by
Jenkins and Dillman describes some procedures for making it easier
to read questionnaires; the paper by Lessler and 0'Reilly discusses
a method that eliminates the need for the respondent to read the
questions entirely.

Although a good deal has been written about the impact of mode
of interviewing on the results obtained (see, for example, Bradburn
et al., 1991; deleeuw and van der Zouwen, 1988; Groves and Eahn,
1979; Hochstim, 1967), there is no general model of the effects of
the different methods of collecting survey data. The wvarious
popular methods of collecting survey data—-in telephone or face-to-
face interviews or in self-administered guestionnaires--differ on
several important dimensions; further, each of these basic
procedures can be carried out on paper or using a computer. i}
suggest that the different modes of data collection vary on at
least three key psycholegical dimensions:

1) Cognitive demands. Conventional paper=and-pencil
guestionnaires require either the respondent or the
interviewer to read the guestions and to follow the
instructions; this reguirement may scmetimes exceed the
reading abilities of respondents or interviewers.

2) Level of privacy. By eliminating the need for
respondents to tell the interviewer their answers, self-
administered questionnaires may reduce respondent
concerns about the interviewer's reaction or about other
family members overhearing sensitive information.

3) Perceived importance of the study. Laptop computers
are still a novelty for most of the population, and the
use of laptops in face-to-face data collection may
enhance the perceived importance or objectivity of the
study.
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A general model incorporating all three dimensions is depicted in
Figure 1. According to the model, features of the method of data
collection (such as use of self-administered gquestions) affect the
three psychological dimensions (e.g., level of priwvacy), which in
turn affect data gquality (willingness to report accurately about
sensitive behaviors). Much of what is currently known about the
different modes of data collection is captured in the model.

Pigqure 1. Path Model of Mode Effects

/ Level of Reporting
Salf- Privacy
Administration
Accuracy
Computerization Legitimacy
Relinbility
Auditory Cognitive
Presentation Burden
\ Rate of Missing,
Out-of-Range Values

2. Paper by Lessler and O'Reilly

The paper by Lessler and 0'Reilly reports results from a study
that compared computer-assisted personal interviews (CAPI) with
interviews in which the computer administered the guestions
directly to the respondent via earphones (audio computer-assisted
self-interviewing, or audio-CASI). This study was done as a
pretest for Cycle V of the National Survey of Family Growth (NSFG),
and the pretest comparison naturally focusses on the two modes of
data collection most 1likely to be used in that survey.
Unfortunately, the pretest was not designed to separate out the
effects of the several key advantages that audio-CASI offers
relative to other modes of data collection (computerizatien,
auditory presentation, self-administration). By comparing audio-
CASI and CAPI, the pretest mainly examines the impact of self-
administration rather than the other variables distinguished in
Figure 1.

A fair number of studies have already shown that self-
administration increases the level of reporting of sensitive
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behaviors. For example, Turner, Lessler, and DeVore (199%2)
demonstrated increases in reported drug use with self-administered
guestions, a finding replicated by Schober and colleagues (Schober
et al., 1992). London and Williams (1990) find that more abortions
are reported on a self-administered guestionnaire than in a face-
to-face interview (see also Mott, 1585). A study recently
conducted by NCHS and NORC demonstrates increased reporting of
sexual behaviors in self-administered questionnaires (see Table 1).
That study compared face-to-face interviews and self-administered
guestionnaires in both a computer-assisted and conventional paper-
and-pencil formats; as is apparent in Table 1, the effects of self-
administration were larger and more consistent that those of
computerization.

Table 1. Mode Effects in the Women's Health Study

Experimental Group Mean Reported Sexual Partners
Past Year Past S Lifetime
Years
Self-Administered Questions 1.72 3.88 6.54
Conventional (SAQ) 1.56 3.37 6.88
Computer-assisted (CASI) 1.89 4.40 6.25
Interviewer=-Administered Q's 1.44 2.82 5.43
Conventional (PAPI) 1.56 2.86 4.58
Computer-assisted (CAPI) 1.36 2.79 6.27
Note: Each mean based on approximately 240 interviews; total

rows for self- and interviewer-administration are based
on approximately 500 completed interviews.

The results of the NSFG pretest on the differences in abortion
reporting by mode are not very dramatic--audio-CASI increased the
proportion of the sample cases who reported an abortion to 27.1% as
compared to 23.B8% when those same cases were interviewed via CAPI.
Moreover, the audio-CAS1 abortions guestions were different rfrom
those in the CAPI guestionnaire, and they were administered after
the respondents had already completed the CAPI interview. So the
results f£from the etudy are perhapse better characterized as
suggestive than definitive. In any case, they are certain to be
useful to those charged with making practical decisions about the
NSFG design.
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Despite any weaknesses in the evidence regarding the
advantages of audio-CASI, I predict that this technology will
quickly be widely adopted by survey organizations. Having the
capability, we will embrace the ocbjective. The advantages of the
new technology are, in some sense, too clear cut to reguire a lot
of experimental confirmation--computerization virtually eliminates
skip errors, self-administration minimizes privacy concerns, and
auditory presentation eliminates the need for respondents to be
literate. All in all, audio-CASI is a package that should prove
irresistible.

3. Paper by Jenkins and Dillman

The paper by Jenkins and Dillman proposes 20 principles for
improving the readability of self-administered questionnaires. The
sensible tone of these recommendations reminded me of the
admonitions in Tufte's The Visual Display of Quantitative
Inrformation and of the advice offered to writers in Strunk and
White's Elements of Style. I did, however, wish that the authors
had followed one additional principle; here is my proposed addition
to the liet:

Principle 21. Follow the Lord's example; never present more than
ten commandments at any one time.

I am not advocating that Jenkins and Dillman abandon any of
their principles! But I do think that they might trv to formulate
some larger principles from which their more specific gquidelines
follow. As I read their paper, it seemed to me that their
recommendations reflected four key underlying axioms. First, the
flow of a questionnaire should follow the natural reading order of
the respondents. In English, this means questions should flow from
left to right and from top to bottom. Second, gquestionnaires
should use familiar, readily-understood graphical conventions. For
instance, the same design element should always cue the same
respondent action. Third, the guestionnaire should call attention
to the key information (via boldfacing and other methods).
Finally, there should be a clear path for respondents to follow.
Graphical features should emphasize this path. Table 2 groups 19
of the 20 principles discussed by Jenkins and Dillman under these
four general themes.

I found almost all of their recommendations gquite compelling.
The one major exception involved matrix items—-for example,
questions that are asked for each family member or for each event
of a given type. Jenkins and Dillman argue against giving
respondents the choice on how to proceed through the matrix, and
this may be the best way to ensure that they answer every guestion.
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1)

2)

3)

4)

Table 2. Four Underlying Axioms
Where possible, take into account the natural reading sequence
(left-to-right, top-to-bottom).
--Include key information in the question, not after it (5)
--align questions and answers vertically (6)

--Make top headings more prominent than those in the middle (10)

Use easily understood graphical conventions.

--Use familiar formats (1)

--Use same design feature to regquest the same action (13)

--Avoid variability (14)

—-Use different layouts to distinguish different types of
gquestions (16)

call attention to the key information (15).

--Present only the most relevant information (2)

--Feature guestions rather than explanations (4)

——Put instructions where they are needed (7)

--Put captions, units for answers where they will be seen (17)

Establish a clear path through the guestionnaire (12).
-=Avoid multi-task questions (8)
--Avoid matrix questions (9)

--Use graphical instructions (such as arrows) to make the path
salient (11)

--Use graphical features to emphasize the path (18)
--Avoid separating questions with lines and boxes (19)

——DProvide structures that make sense leave the R no choice! (20)

Note: Numbers correspond to those used by Jenkins and Dillman.




The counterargument is that there are sometimes good reasons for
letting respondents follow their natural chain of associations in
recalling specific incidents. For some respondents, it may be
easiest to recall events that involve one person before recalling
those inveolving the next person; for others, however, an event
involving one family member may trigger the recall of similar
events involving a different family member. 2s a result, there
could ke advantages Lo letting respondents rollow whatever order
the flow of memories seems to impose. Only further work can
determine whether the advantages of imposing an order on the
questions outweigh those of letting the reepondents select the
order they find most congenial.

The work that Jenkins and Dillman are deoing is, in my view,
guite important. Mail guestionnaires are likely to remain a major
method for collecting survey data for the foreseeable future. As
this paper demonstrates, our current practice in developing these
guestionnaires often falls rfar short of the ideal. At NORC,
instructions on self-administered questionnaires are sometimes put
in boxes to distinguish them from the guestions. During cognitive
pretests, I have found that respondente often use the box as a cue
for identifying material they need not bother to read. So, I agree
with Jenkins and Dillman in thinking that bad graphical design can
lead serious errors.

4. A Final Point

The method developed by Lessler and O'Reilly and the principles
articulated by Jenkins and Dillman share an underlying goal--that
of improving data guality, primarily by reducing missing data. One
of the main advantages of audio-CASI over other methods of self-
administration is that the software automatically computes which
item the respondent is to answer next; this eliminates data that
are missing due to incorrectly skipped items. Similarly, many of
Jenkins and Dillman's principles stress methods to make sure that
respondents answer all the applicable questions by making it easier
for the respondents to figure which questions they are supposed to
answer. Although audio-CASI has other noteworthy features and the
principles proposed by Jenkins and Dillman will help address other
response problems (such as guestions that are misundersteocod rather
than missed entirely), a major objective of both approaches is the
reduction of missing data. Valuable though this endeavor is, I
cannot help but wonder whether this is the most pressing data
guality issue that we face. The development of computer-assisted
data collection methods has greatly increased the capital
requirements of survey organizations; I sometimes wonder whether
the gains in terms of data gquality have provided a return
commensurate with the investment. Perhaps it would make more sense
to worry about whether respondents answer the questions accurately
than to worry so much about whether they answer at all.
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Session 10
STATISTICAL USES OF ADMINISTRATIVE RECORDS




Improving Data Quality Through Increased Data Sharing

Edward A. Trott'
Bureau of Economic Analysis

In this time of major cutbacks throughout the federal government the Bureau of
Economic Analysis (BEA), along with other statistical agencies, is being asked
to improve the quality of statistical information and its availability. This
is a big challenge. It will require a lot of thinking "outside the lines,"
followed by action.

To emphasize this point, I offer the following quote;

"In a rapidly changing world, the best solution is not to keep
redesigning the organizational chart; it is to melt the rigid
boundaries between organizations. The federal government should
organize work according to customers’ needs and anticipated
outcomes, not bureaucratic turf. It should learn from America’s
best-run companies, in which employees no longer work in separate,
isolated divisions, but in project- or product- oriented teams.

To do so, the government muct make three changes. It must give federal
workers greater decision making authority, allowing them to operate
effectively in cross-cutting ventures. It must strip federal laws of
prohibitions against such cooperation. And it must order agencies to
reconsider their own regulations and tradition-bound thinking."*

One of the recommendations of the National Performance Review is the
elimination of legislative barriers to the exchange of business data among
federal statistical agencies. This recommendation is referenced as DOCI1 and
cites the Census Bureau, Bureau of Labor Statistics, and the Bureau of
Economic Analysis as parlicipating agencies. It further recommends the
reduction of reporting burden on American business.

Today I will mention several areas in BEA’s international, national, and
regional accounts that utilize data from the Internal Revenue Service (IRS),
Bureau of the Census (BOC), and Bureau of Labor Statistics (BLS)--where we are
today--and then take a look at where we could be if more barriers to
information exchange are removed.

'"The author is the Assistant to the Chief, Regional Economic Analysis
Division, Bureau of Economic Analysis, United States Department of Commerce.
He is grateful for the contributions of Ralph Kozlow, International Investment
Division; Brooks Robinson and Kenneth Petrick, National Income and Wealth
Division; and Wallace Bailey, Regional Economic Measurement Division to the
various parts of the paper.

““Creating a Government That Works Better and Costs Less; The Report of
the National Performance Review." Penguin Books, USA, 1993.
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I.Current Uses
International Accounts

BEA and the Census are authorized to exchange certain confidential statistical
data with one another for the purposes of augmenting and improving the quality
of BEA’s Title 22 (direct investment and international services) data and
Census’ Title 13 (economic census and related programs) data, under the
Foreign Direct Investment and International Financial Data Improvements Act of
1990. Under the same act, the Bureau of Labor Statistics is authorized, for
the purposes of augmenting and improving its data, to have access to selected
information collected by BEA. Only data collected directly by BEA can be
shared with Census and BLS; thus, for example, data BEA obtains from Census
cannot, in turn, be shared with BLS. Similarly, only data collected directly
by Census can be shared with BEA. Thus, BEA cannot have access to
administrative records data obtained by Census from the IRS.

BEA and Census have made extensive use of their limited authorization to
exchange data with one another and, as a result, have significantly augmented
and improved the data collected in their business statistics programs.

Several data exchanges have been for Lhe purpose of obtaining detailed,
establishment-level data on foreign direct investment in the United States.

In 1992, BEA information on the identity of enterprises, or companies, that
were foreign owned was linked to the Census’ establishment-Tlevel data on the
Standard Statistical Establishment List covering all U.S. establishments, to
obtain detailed BOC data (State by 4-digit SIC) for 1987 on the number,
employment, payroll, and shipments or sales of foreign-owned and all U.S.
establishments. In 1993, BEA and Census released detailed data (mostly at the
3-digit SIC level by State) for 1989 and 1990, covering nearly all the data
items on Census’ Annual Survey of Manufactures (ASM) for foreign-owned and all
U.5. manufacturing establishments. In 1994, BEA and Census will release
detailed 1988 and 1991 ASM data for foreign-owned and all U.S. establishments.
These exchanges have enabled statistical analyses that offer important new
insights into the operations of foreign-owned companies and their impact on
particular sectors of the U.S. economy.’

Other data exchanges between BEA and BOC have been for the purpose of
supplementing the mailing lists for BEA’s mandatory international surveys.

BEA obtained confidential Census data on the identity of companies that are
foreign owned, of companies that have foreign affiliates, and of companies
that export services, in order to supplement mailing 1ists for BEA surveys of
inward and outward direct investment and of international services
transactions, respectively. The use of Census data to supplement the mailing
lisls for BEA surveys of international services transactions were particularly
useful, because a significant number of potential new respondents were added

! See, for example, "Foreign Direct Investment in the United States:
Establishment Data for 1987," in the October 1992 issue of the Survey of
Current Business, and "Characteristics of Foreign-Owned U.S. Manufacturing
Establishments," in the January 1994 issue of the Survey.
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to BEA's mailing list as a result. (To further this purpose, questions on
whether a given company or establishment sold, or exported, any services to
foreign persons were included on a number of additional 1992 economic census
surveys at BEA's request.)

In addition, BEA and the BOC are currently studying the feasibility of linking
BEA's data on foreign-owned enterprises to Census’ establishment-level product
and product class data from the economic censuses, and product-by-country
merchandise export data from its Exporter Data Base. The feasibility of other
data link projects between the two Bureaus is also being discussed.

As mentioned above, in a parallel data 1ink project, BEA’'s data on foreign

direct investment in the United States have been linked to BLS data on all
U.S. businesses. The initial results of that Tlink, released in 1992 by BLS',
provided data for 1989 and 1990 on the number, employment, and payroll of
foreign-owned establishments. In October 1993, BLS released information on

%hgg?ccupatiuna] structure of foreign-owned manufacturing establishments for
989°,

BEA and the Department of the Treasury are also implementing limited data
exchanges. BEA collects its data on direct investment and international
services transactions, and Treasury collects its data on portfolio investment,
under the same act (P.L. 94-473, as amended) and, in many cases, from the same
U.5. companies. In order to ensure Lhal companies are reporting correctly to
both agencies, the Secretaries of Commerce and Treasury obtained OMB
authorization to exchange and compare certain data. OMB approval for the data
exchanges was obtained in January 1993, but BEA and Treasury are still working
out the details necessary to implement the data exchanges. Note that any
additional data exchanges between BEA and Treasury will require this same slow
implementation process (beginning with letters from the Secretaries of
Commerce and Treasury requesting OMB authorization, followed by negotiation
between the agencies on the details for sharing the data.) It is hoped the
time and resources required to implement data exchanges would be greatly
reduced or eliminated if broad data sharing legislation were enacted.

National Accounts
BEA currently is accessing both noncorporate and corporate Statistics of

Income (SOI) data via letters of agreement between IRS and BEA and the
Secretary of Commerce and the IRS Commissioner as permitted by statutes. The

*United States Department of Labor. Bureau of Labor Statistics.
"Employment and Wages in Foreign-Owned Businesses in the United States,
1989." Press Release, USDL 92-473 (July, 1992). and (ibid) "Employment and
Wages in Foraign-Owned Businesses in the United States, Fourth Quarter 1990."
Press Release, USDL 92-663 (October 1992).

*United States Department of Labor. Bureau of Labor Statistics. "New

Research on Occupations in Foreign-Owned Manufacturing Establishments in the
United States." Press Release, USDL 93-455 (October 1993).
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Bureau’s relationship with IRS has been in place for many years--dating back
to 1944, At that time the Secretary of the Treasury, Henry Morganthau Jr.,
signed an executive order granting Commerce staff access to both noncorporate
and corporate returns for statistical purposes. This executive order was
superseded by statute in the early 1980's and access to SOI data from then
until now has been limited in scope.

Following is a list of some of the specific topics that were recently
researched via corporate return access--unless otherwise noted, adjustments to
data resulting from this analysis improved the current year NIPA estimates of
profits, interest, and dividends by adjusting extrapolating series to better
conform to SOI definitions:

Identified discrepancies between 501 tabulations and trade association
data in profits reported by life insurance companies for 1986-1987.
Once identified, the SOI tabulations could be adjusted for changes in
the tax Taw.

Identified differing reporting practices for commercial bank bad debt
losses in SOI and FDIC tabulations and adjusted the current year FDIC
series,

Reconciled pension and profit-sharing reporting practices between SOI
and IRS Form 5500 preparatory to revising estimation methodology and
data sources.

Separated business and interest receipts of credit agencies to more
accurately measure interest flows.

Identified public utility joint partnership formations to ensure
unduplicated reporting of new plants.

Analyzed captive finance companies’ consolidation practices by parent
corporations Lo ensure unduplicated reporting of income items.

Made adjustments to shift data for individual corporations to different
industry classifications, which are more consistent with NIPA
definitions and other data sources.

A secondary use of the individual company reports has been in the analysis of
peculiar movements in SOI data. Because BEA has direct access to the IRS'
corporate tax return information (not for the Foreign Direct Investment
project), company by company panel comparisons have been compiled to review
several questions regarding reporting practices, consolidation methods, or
compilation errors.

Currently, actual use of noncorporate tax information has been limited tu a
study to determine the reporting patterns of partnership "pass-through" income
reported on schedule K and by the individual partners on their Form 1040's.
Results of the study led to a revision of the NIPA estimates of noncorporate
partnership income and a redesign of the Form 1065 to explicitly determine the
amounts of Schedule K income distributed to partners.
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An additional area of data sharing between BEA and another federal agency--the
Census Bureau--involves the use of the Quarterly Financial Reports (QFR) to
adjust and analyze the quarterly NIPA estimates. Through a memorandum of
agreement with the Census, BEA's sworn Census employees have continued to
access individual company reports since 1982. Prior to 1982 BEA had access to
the reports through an agreement with the Federal Trade Commission.

Primary use of this access is for the quarterly NIPA estimates. Each quarter
BEA staff provide a 1ist to Census of large non-recurring income or expense
items which have been noted in a company’s individual QFR. These items--
mainly capital relaled and not associated with current production--are not
treated as current income or expense items in the NIPA‘s. Census reviews the
company report to determine if the questioned item was reported as a component
of the indicator used to estimate pretax profits, or if it was excluded via
several other reporting options. If the amount was included, Census
identifies the exact pretax impact, which often differs from the amount in
published after-tax profit reports, and the industry where the company is
classified in their tabulations. The QFR also is used to augments the BEA
company list with additional companies Census discovers during the review
process of the quarterly reports.

In 1989 BEA entered into another cooperative arrangement with the Bureau of
the Census; to explore the feasibility of using BOC data to prepare
construction price indexes. In 1989, BEA staff--after being sworn in as
Census agents--and the Census staff of the Construction Statistics Division
(CSD) began to work on producing improved construction price indexes. The CSD
provided micro-level construction data that were either collected through the
Survey of Construction or the Value of New Construction Put in Place Survey.
BEA staff used the data to test prospects for producing hedonic price indexes
for residential and nonresidential buildings.

BEA staff produced a multifamily structures hedonic price index in 1991 for
1978-1989, and BEA began using it to prepare constant dollar estimates of the
mullifamily structures component of GDP at the time of the 199] comprehensive
revision of the NIPA’s. Prior to this time, BEA used the BOC's Single-family
Hedonic Price Index for Houses Under Construction. An article that describes
the development of the index was published.®

Regional Accounts

For the preparation of BEA's estimates of personal income by State and county,
the Regional Economic Measurement Division (REMD) receives several statistics
tabulated by county from IRS Form 1040. The data are coded geographically and
tabulated by the Census Bureau; the IRS, SOI Division provides these
unpublished tabulations to BEA. The sample used by SOI for the Form 1040
statistics that they publish is too small to yield data for regional use. The

“See U.S. Department of Commerce, Bureau of Economic Analysis. "A Price
Index for New Multifamily Housing." Survey of Current Business. Washington,
DC: U.S. Government Printing Office, February 1993.
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tabulations of dividends, taxable interest, and gross rents are the principal
bases for REMD's estimates of the monetary components of property income. The
tabulations of wages and salaries are vital for adjusting the components of
personal income that are initially estimated on a place-of-work basis--wages
and salaries, other labor income, and most of personal contributions for
social insurance--to a place-of-residence basis. The tabulations of number of
returns, number of exemptions, and adjusted gross income are used for REMD's
guality control of the tabulations that are used directly in the estimates.

Proprietors’ income and employment are important parts of the State and county
estimates of personal income and employment prepared by REMD. Annual filings
to the IRS by sole proprietors and partnerships are the only direct source of
data for regional nonfarm proprietors’ income and employment. The
sample-based statistics from these filings that are prepared and published by
the SOI Division are used for the calculation of national nonfarm proprietors’
income. For the State and county estimates, REMD has acquired, under a
contractual arrangement, individual records for sole proprietors from IRS Form
1040 5chedule C and for partnerships from IRS Form 1065. These records were
then geographically and industrially coded, tabulated and combined to form the
basis for REMD's State and county nonfarm proprietors’ estimates. REMD-SOI
data contracts have been in place for tax years 1981-83 and 1987-91.

I1.Future Uses: How BEA Programs Would Be Improved Upon Implementation of
DOC11

For illustrative purposes, several examples of how BEA's economic accounts can
be improved with increased data sharing are given below. These are only a few
of the examples that could be cited.

International Accounts

First, increased data sharing would improve the data obtained in the data link
projects on foreign direct investment in the United States that BEA conducts
with the BOC and BLS. As discussed earlier, BEA has shared its information on
the identity of foreign-owned companies with both Census and BLS, to obtain
those agencies’ detailed data, by industry and State, for companies that are
foreign owned. However, at present, Census and BLS cannot share their data
with one another either directly or through BEA. For the data items released
that were defined most similarly by both Census and BLS (number of operating
establishments and employment), there are very large unexplained differences
between the two agencies’ data for foreign-owned establishments. For example,
within manufacturing, the differences between Census and BLS data for 1990 are
often at least 20 percent at the 2-digit SIC classification level; at the 3-
digit and 4-digit SIC levels, the differences are often even larger. [Other
industries may show even larger differences than manufacturing.) With such
large unexplained differences, the results of the data link projects, and the
conclusions based upon them, may be questioned. Reasons for differences may
include different definitions, differences in industry coding, errors in the
data, or that one agency was better able than the other agency to link its
establishments to a given foreign-owned company. Because Census and BLS
cannot share these data with one another currently, the exact reasons for the
differences cannot now be determined. With increased data sharing, the




reasons for the differences would be learned, and appropriate corrections to
the data sets, if necessary, could be made.

Second, BEA's ability to analyze the data from the BEA-Census data link
project would be improved if BEA had access to IRS data on Census’ file of
foreign-owned establishments. BEA employees are allowed to obtain 1limited
administrative records data directly from the IRS, but they are not allowed to
access the same data at the Census Bureau, because redisclosure of
administrative record data to BEA is prohibited. (For 1987, IRS data account
for about 15% of the estimate of employment for all foreign-owned
establishments combined.) The Commerce Department must analyze and report to
Congress on the employment, market share, value added, productivity,
profitability, etc. of foreign-owned business enterprises compared to all U.S.
business enterprises (P.L. 101-533 section 3(c)(1)). In order that BEA may
efficiently perform these analyses, they need access to the full foreign
direct investment (FDI) data file at Census. (The IRS has said it will
support a regulatory change that will allow BEA access to the full FDI file,
but this change may take considerable time to implement and will only
facilitate this one project.)

Third, full dala sharing would improve BEA’s direct investment data if it
permitted BEA access to complete IRS data on foreign-owned U.S. businesses and
on U.S. businesses that have foreign affiliates. Both BEA and the IRS have
released data on the net income, assets, sales, and number of foreign-owned
U.S. companies and of U.S. companies that have foreign affiliates, and the
data of the two agencies frequently differ substantially. Some of these
differences might be eliminated if BEA were able to obtain information from
the IRS for comparing with its own information on which companies are foreign
owned and which companies own foreign affiliates. Also, appropriate
corrections to BEA’s data sets could be made, and BEA’s sample frames could be
improved.

National and Regional Accounts

First, for companies that own more than one establishment, Census and BLS both
annually "map" all the individual establishments on their registers to the
owning enterprises. Census obtains data needed for this purpose from the
mandatory annual Report of Organization survey; BLS obtains the needed data
from the Multiple Worksite Report (executed by each of the States and funded
by BLS) and from commercial sources, such as Dun and Bradstreet. Under data
sharing, only one agency would need to gather the information and share it
with the other. This change would result in one set of company/establishment
relationships that BEA could use to allocate data available only for companies
to an establishment industry level.

Second, REMD currently makes intensive use of tabulations of ES-202 wage and
employment data in estimating the wage-related compenents of personal income
and employment for States and counties. Any improvement in the geographic or
industrial classification of the ES-202 data that might result from
ES-202/5tandard Statistical Establishment List integration would increase the
accuracy of BEA's regional estimates.
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Third, full data sharing between Census and BLS would improve the derivation
of the sampling frame for BLS' Producer Price Index. BLS uses the ES-202 file
for its sample frame. The price indexes would be improved if the probability
of inclusion in the sample were based on its shipments or sales, because it
would allow for more precise weighting of the data that are collected.
Producer Price Indices are used extensively in preparing constant dollar
estimates for several expenditure components of GDP and for the industry
distribution of GDP.

Fourth, with full data sharing, the industry coding used for calculating both
the BLS producer price indexes and the Census shipments data could be fully
consistent. At present, BEA must apply BLS’ price indexes, which are based
upon BLS' industry codes, to Census’ shipments data, which are based on
Census’ industry codes, in calculating real GDP by industry.

Fifth, increased data sharing will improve BEA’s I-0 tables and estimates of
gross State product and GDP by industry. In developing its detailed industry
and State estimates, BEA utilizes Census data on establishment receipts and
value added, and BLS data on employment and payroll. As discussed in
connection with BEA’s estimates of real GDP, the accuracy and usefulness of
Lhe [-0 tables and of BEA's estimates of gross State product and GOP by
industry would be considerably improved through consistent industry coding of
establishments. These estimates would also be improved with full BEA access
to unsuppressed Census Bureau estimates of value added, cost of materials,
etc.; BEA now must indirectly estimate these items for suppressed Census
Bureau data cells.

Lastly, REMD has identified additional statistics from the Individual Income
Tax Returns (see under "Current uses") that would strengthen its current
estimates and would help to extend its current estimates to prepare for the
adoption of measures more consistent with the System of National Accounts
(SNA) .

The transfer of these data series to BEA do not require additional legislative
action, only that the data be requested from the IRS. A relatively new and
growing income entry on the individual tax form--interest from municipal
bonds--will yield data to replace proxy information currently used to estimate
the nontaxable interest component of personal income at both the State and
county Tevel. The tabulation of pensions and annuities received would be
essential for the estimation of the corresponding components of the SNA
aggregates.

II1 Conclusions

From the current uses section of this paper, it is apparent that even the
limited amount of data sharing permitted under existing legislation has
already produced a remarkable increase in the amounl and guality of data and
analyses, with no increase in respondent burden and minimal increased costs to
the statistical agencies. The examples of future uses suggest improvements in
data sharing that will benefit both the customers and staff of BEA as the
recommendations of DOC11 are met.
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It is apparent that significant duplication and inefficiency exist in business
statistics data collection programs currently. It is particularly important
that we continue our efforts to promote fuller data sharing in light of the
dual challenges of limited agency resources and having to monitor developments

in a rapidly changing world.

The opportunity to improve the accuracy of the income and product accounts
produced by BEA is here. I believe that with the implementation of DOC11,
estimates prepared not only at BEA but throughout the government will be
improved as to their accuracy, timeliness, and will be less costly to produce.
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Health Reform Information Systems:
Great Expectations, Uncertain Prospects

Edward L. Hunter
Mational Center for Health Statistics

Introduction

In the opening keynote address, Graham Kalton described Roger Herriot (who organized this
session and died suddenly this spring) as someone that had a vision beyond what we did every
day, a person that encouraged us to look up from our work occasionally and check for
shifting paradigms. Roger recognized that the types of information systems proposed for
health reform may well represent such a paradigm shift. The purpose of this paper is to
convey a sense of the great expectations that have accompanied discussion of health reform,
the importance of these proposals for research and statistics, and to discuss some of the
uncertainty over whether these expectations will be realized.

Health reform

The national debate over health care reform is rcaching a crescendo this summer in
Washington. More than a dozen congressional committees are weighing decisions that might
- or might not - lead to wholesale changes in the U.S. health care system and, as a result, in
our Nation's health information systems. The work of these committees is focused on piecing
together legislation that can pass both Houses before members leave the Capitol to face voters
in November.

While each health reform proposal may get there by a different route, most share the same
common goals: improve health insurance security for the 38 million persons without health
insurance, and for those that have insurance but risk losing it due to illness or unemployment;
improve access to health care; control and even reduce health care costs, and even improve
the health of the American people.

Among the questions yet to be resolved:

1)  Will health reform result in universal coverage for health insurance, or will more
incremental approaches be adopted?

2)  If there are standard health insurance packages, how generous will the benefits be?

3) How will coverage for the uninsured be financed? Options include a mandate that
employers provide coverage, a mandate that individuals buy insurance, or broad-based
tax increases.

4) To what extent will the Government be involved in regulating activity in the health
care system?
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Major proposals still under consideration include modifications to the President's proposed
Health Security Act and more modest or market-oriented alternatives proposed by moderate
Democrats and Republicans. At this point in the debate, it is not yet clear what type of
reform - if any - will be enacted.

Role of information in the current health reform debate

It does seem clear, however, that issues of health reform will continue to dominate our
agenda for the coming years regardless of what happens this session of the Congress. And it
is clear that information - or the lack thereof - has become central to the emerging debate
over health reform. Questions, such as who lacks health insurance and why; how and why
do businesses cover employees; how is insurance related to use of services, and to health;
what drives health costs up; and what will expanded benefits cost, have become central to
crafting a legislative package. Yet, these are questions for which our current information
systems - both survey and administrative - can provide only partial answers.

Importance of information in a reformed health system

Nearly all advocates of health reform visualize a new health care system in which information
plays an increased role. Since reform will almost certainly be implemented at the State level,
State governments will need better information to tailor their approaches. Health plans will
need better data to select member institutions and facilities, and manage the quality and cost
of patient care. Consumers will need far greater information on quality of services,
satisfaction, and outcomes in order to make informed choices between competing plans.
Further down the road, States will need to assure that health plans are meeting standards -
and the Federal Government will need to assess the expected and unexpected impacts of
reform. Finally, there will almost certainly be a debate over what went right - or wrong -
that can only be conclusive if there is adequate information.

There is a growing, and encouraging, consensus among the sponsors of competing health
reform proposals regarding several key information provisions. Most important among these
are the need for administrative simplification - digging health providers and payers out from
under the ever-growing pile of forms, and the need for greater uniformity in the way health
transactions are recorded and reported. Nearly all parties to the debate recognize that we
need to hold providers and health plans more accountable, that we need better information on
health outcomes to guide practice, and that consumers will play a greater role as information
users.
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The Health Security Act: ional fi rk for th information

President Clinton's proposed "Health Security Act"’ includes the most ambitious - and
controversial - information proposals of any plan currently being considered. The balance of
this paper will outline these proposals, and address some of the implications if current
legislative deliberations result in enactment of provisions resembling these proposals.

The architects of the Health Security Act regard the availability of health information as
essential to the success of managed competition, the basis for the Act. Toward that end, the
Act calls for a national framework under which standardized, nationwide information would
be collected for all patients, providers, and encounters with the health care system. This
system would be built on a consensus around core, minimum data sets that can be used by
multiple parties; standardization and simplification of currently burdensome systems of
administrative and payment records; unique identification of individuals and providers to
facilitate linkages; national legislation to protect the privacy of records in the system; and
regional data centers to process the records and provide for access for research and statistical

purposes.
Information on individuals enrolled in health insurance plans

There are three major elements in this design: enrollment, encounter, and administrative
data. In the first, information would be obtained on each individual eligible for health
insurance when they are enrolled in a health plan. At a minimum, this information would
include identifying information (including name and address); a unique identification number;
and additional demographic information such as age, sex, and (hopefully) race/ethnicity.
Information on the individual's source of coverage would be included, as would any other
information deemed necessary to adjust premium payments to health plans based on the
individual's risk. It is possible that this list could eventually expand to include information on
the individual's health status and medical history.

Data on encounters with the health care system

In the second element of the framework, a standard, minimum data set will be collected at the
point of each encounter with the health care system. This data would begin with that now
provided on claims forms, such as reason for visit, diagnoses, procedures, prescriptions,
followup, and disposition. But since care will increasingly be delivered by prepaid systems
that do not require individual claims, information would also be obtained for all such
encounters. Demographic data will already have been obtained for individuals through the
enrollment system, so it would not be necessary to collect such information at each encounter.

' HR 3600, "The Health Security Act of 1994", Title V.
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Debate over implementing this encounter data system will focus on the length and content of
the minimum data set, the extent to which an encounter might be used to obtain risk factor or
other information not immediately relevant to the clinical encounter, and the types of coding
and classification systems that will be used to translate recorded information into usable
statistics. To make this information of maximum use for research purposes, encounter data
will need to go beyond what we currently collect through the payment system, and be of
better quality.

Data on plans and providers

Third, in order to facilitate the operation of the health care system, including payment of
claims, certification of plans, etc., administrative data on the characteristics and operations of
health plans and providers will be included in the system. This may range from the multiple
affiliations that plans and providers will have with each other, to the types of services
provided and patients served.

Privacy and data access

To summarize, the information framework envisioned in the Health Security Act provides for
demographic information on all individuals eligible for health insurance, information on the
characteristics of all health providers, and a small set of information on each encounter an
individual has with the health care system.

Such a system has enormous potential - the potential to meet a wide range of research needs,
and the potential - if badly designed or implemented - to jeopardize privacy protection that
Americans have come to expect.

As a result, privacy protection is being given a great deal of attention by those currently
debating the Health Security Act. The Administration is committed to the enactment of
strong confidentiality protection,” and there are serious efforts being made in the Congress to
craft comprehensive privacy legislation for medical records.’

The privacy debate over the health reform information network is critical to the eventual
ability of researchers to use data that may be part of the network, for a variety of reasons.
First, without addressing the public's concerns through enactment of strong protection, the
Congress may not be willing to create such a network in the first place. Second, if the

? Testimony of Nan D. Hunter, Deputy General Counsel, DHHS, before the
Subcommittee on Information, Justice, Transportation, and Agriculture, Committee on

Government Operations, U.S. House of Representatives, April 20, 1994

* HR 4077, "Fair Health Information Practices Act of 1994," introduced by
Representative Gary Condit (D-CA), is one example of pending legislation.
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public doesn't have confidence in the privacy of their medical records, it will be impossible to
assure the quality and accuracy of the information they provide to the health care system.
Third, in an effort to reassure the public on privacy, it is possible that the Congress will
over-react and place restrictions on access to data that will unnecessarily restrict research and
statistical uses. And fourth, even with the best of intentions, it is a tough job to craft
legislation that balances privacy with access to data, and we must make efforts to ensure that
there are no inadvertent limits are placed on our ability to use these sources.

Statistical uses of ADMINISTRATIVE records?

The Federal statistical community argues that information produced through any system,
including purely administrative data systems, should serve multiple purposes, and be put into
a form that is conducive to research and compilation of statistics. It is an encouraging
development that the Administration and the Congress are giving serious consideration to
ways in which the health reform information framework can be put to maximum public use.

In fact, it is not at all clear that this system should be considered an ADMINISTRATIVE
system - since research and statistics are among the most important uses the system is being

designed to meet.

Federal statistical agencies have a strong history of making data available to the public, while
protecting privacy, by producing anonymous, person level public use files. It is encouraging
that this history is guiding policy development for access to data in the health reform
network. As envisioned by the authors of the Health Security Act, regional data centers will
be responsible for creating general-purpose files, as well as responding to individual
rescarchers with special requirements, while being given special privacy authorities to assure
the protection of individual records.

Potential uses of data from the health reform network

Public health provides a number of useful examples of how this network might serve research
needs. The network will be broad and comprehensive, but will lack detailed diagnostic and
clinical information typically included in patient charts. In effect, it will be a "mile wide and
an inch deep.” But this "mile" of data can fulfill many important public health needs,
including ones we have great difficulty meeting today.

It can provide a broad picture of the population, and reasonably complete coverage of the
delivery of health services. The existence of a population base for these records also
provides greater opportunity to link medical events to denominators, and develop better
incidence/prevalence data on certain diseases. It allows us to address subgroups of the
population with greater confidence.
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Examples of health applications

One specific example is the tracking of progress in improving the immunization of preschool
children, a national public health priority on which we will spend hundreds of millions of
dollars in the coming years. From enrollment files, we will know the ages of children that
should be receiving vaccines - and will be able to use encounter data to determine
immunization rates by health plans and local areas. Likewise, we will be able to monitor our
success in promoting other preventive services, such as encouraging women of certain age
groups to have a mammogram_ and men of appropriate ages to have cholestarnl sereening.
With this information, we will be able to better target intervention programs to prevent
disease.

If a major health reform is implemented, we will also experience significant change in nearly
every aspect of health care and, potentially, the health of the public. The data in this network
will help us o monitor health status and outcomes, produce routine measures of guality of

care, and assess changes in the organization, financing, and delivery of health services.
Potential uses in other areas

Since the network will include information on a broad population basis through the
enrollment records, it may prove to be a valuable tool for demographic research. These files
will, at a minimum, include a variety of demographic and geographic items, may provide us a
picture of the family status of individuals, and may even record changes in individual
circumstances over time.

Since enrollment for health insurance will be primarily employment-based, the network will
include considerable information about the employment status and occupation of covered
individuals and their family members. This may prove to have applications for labor market
and employment-related research.

And, the network will include detailed information on health care providers, including
facilities, professionals, and other organizations. This will provide the basis for research on
the establishments and workforce of a large segment of the economy.

Potential uses for Census
The broad population coverage anticipated for the enrollment file has obvious potential uses in

conducting censuses of populations. Congressional testimony by the Administration reflects
current thinking that some access to identifiable information in the network by statistical
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agencies may be appropriate.® As the Bureau of the Census looks toward the use of other
administrative sources of data for population censuses, the health insurance enrollment file
may prove to be among the most complete source of demographic information of the
population. This is said, of course, with full recognition of the limitations of this system,
which will be discussed briefly below.

It is possible that some provisions allowing for access to identifiable records for such
purposes may be built into the health security act as it is considered by the Congress.
Howewver, it is also likely that these soris of uses will be carefully specified to ensure that the
public is not left with the perception that there will be widespread sharing of identifiable
records for non-health related purposes. It is also important to remember that the Act was
written with privacy protection in mind, and limits use of identifiable files to health
applications except in limited circumstances.

Applications for survey research

To this point, this review has not focused on the limitations of the proposed health reform
information system, but clearly, there are many. For example, it is likely that even a
universal entitlement to insurance coverage will not entice all eligible individuals to
participate - leaving enrollment files short of complete population coverage. We know that
certain population groups are likely to be underrepresented, or excluded. We know from
other administrative data sets that we have reason to suspect the quality of reporting of certain
types of data.

Finally, since the framework relies principally on the reporting of encounters with the health
care system, it will lack information on events, conditions, and other health issues of interest

that occur putside the health care delivery system.

For the purposes of this paper, however, as we speculate on what this system might do for
research and statistics, it is assumed that we can devise methods to compensate or adjust for
these limitations. For example, it will be critical to augment the network with surveys and
other data collection mechanisms to fill critical data gaps and provide quality checks on
administrative reporting.

The information framework, then, will both rely on data collected in surveys, and can at the
same time facilitate the conduct of surveys.

* Testimony of Nan D. Hunter, Deputy General Counsel, DHHS, before the
Subcommittee on Census, Statistics, and Postal Personnel, Committee on Post Office
and Civil Service, U.S. House of Representatives, March 16, 1994

546




Surveys required for health reform

At the National Center for Health Statistics, and elsewhere in the Federal statistical
establishment, we also face an enormous task in developing surveys to provide information
for implementing and evaluating health reform, and we have reason to hope that new systems
will facilitate this work. These surveys will be essential to augment information available
through the network, since no single data source will be able to provide the depth of data
needed for the types of analyses we will need to be performing. We are already beginning to
address some of these needs with development of new surveys, such as the National
Employer Health Insurance Survey.

Sampling frames

The first, and most significant benefit of the new system will be in the construction of
sampling frames. Many current surveys rely on sampling approaches that are time consuming
and inefficient. The three components of the network will facilitate sampling as follows:

1) Population sampling from the enrollment data base, allowing for selection of
sample individuals by demographic characteristics such as age, race, sex, geographic
location, occupation, and possibly other proxies. Sampling and screening for rare and
non-clustered population groups, currently difficult and expensive, would be greatly
facilitated. Similarly, it would be possible to quickly identify and survey selected
population groups, allowing for quicker turnaround for topics of current policy or
research interest.

2) Provider sampling from administrative records. Many current health provider
surveys (e.g., hospitals, physicians, nursing homes) construct sampling frames from
lists provided by professional associations, phone directories, licensing agencies, or
private marketing firms. These lists are subject to considerable error and possible
bias, and are costly and time consuming to create. Sampling from complete and
accurate lists of providers, with detailed characteristics already included in
administrative files, would make provider surveys faster, less costly, and of greater
quality.

5 Sampling based on conditions, diagnoses, or procedures that can be identified
through encounter records. For example, cohorts of individuals that received specific
medical treatments can be identified for followup or interviews to assess outcomes.
Similarly, persons with certain diagnoses or conditions could be identified to conduct
studies of access to appropriate medical care; persons with only limited use of the
health care system could be identified and included in studies of barriers to access to
care.
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In each of these examples, it is clear that extensive research will be required to assess the
extent to which sampling frames created entirely from administrative records systems will
adequately represent the universe, and approaches will need to be developed to augment these
frames. It is also clear that there will continue to be an important role for traditional
sampling approaches where administrative frames are not adequate.

Other potential uses - record linking

Access to enrollment and encounter data in the network can also facilitate efficient linkage of
detailed health status, risk, and behavior information that we will obtain through population-
based surveys to the utilization and outcomes data included in encounter files.

These files can facilitate longitudinal studies, in which individuals could be enrolled in cohorts
according to characteristics in the enrollment files (e.g., occupation), or based on encounters.
Followup of theses cohorts could then be conducted through surveys and through analysis of
encounter data.

n ion: pros

To conclude, the information system described in the health security act, and touched upon in
other health reform proposals, holds enormous potential for those of us interested in research
and statistics. Data from enrollment, encounter, and provider data systems will augment or
replace existing approaches, and provide survey researchers with new tools for sampling,
conducting longitudinal followup studies, and linking survey data with outcomes. Along with
a variety of new survey approaches, this information system provides us with the opportunity
to fill many long-standing gaps in our understanding of the health care system and public
health, and there are a variety of potential applications beyond health.

Getting there from here requires that at least four difficult questions be answered in the
affirmative: 1) Can Congress actually enact a broad reform that will change the health care
system? 2) In enacting any information requirements, can an appropriate balance between
privacy and access to data be found that will allow the system to be useful? 3) Can all the
affected interests come together to agree on standards and minimum data sets that include
items of use for statistical purposes? and finally, 4) Can we develop and manage the
technology for handling and protecting the volume of records that will result, and turn these
records into usable statistics?
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Improvements to Economic and Health Statistics: Discussion

Miron L, Straf’
Committee on National Statistics
National Academy of Sciences--National Research Council

It is a privilege and pleasure to discuss the two papers by Edward A. Trott, Jr.,
and Edward L. Hunter. Both papers are excellent and exceptionally well prepared. As
such they tributes to the memory of Roger Herriot, to which we have dedicated this
session. On behalf of all of us at this conference and the many others who knew or were
influenced by Roger, I thank our speakers for their quality presentations.

Discussion of "Improving Data Quality Through Increased Data Sharing: The National
Performance Review (NPR) Iniriaiive, * by Edward A. Trom, Jr,

Ted Trott is being modest. The data sought are even more important than one
might glean from his paper. As our cconomy becomes an increasingly a global one, our
current system of economic statistics becomes woefully out of date. Let me give you one
example from the report of one of our Committee on National Statistics panels, Behind
the Numbers: U.S. Trade in the World Economy (National Academy Press, 1992). 'Lhe
traditional balance of payments framework classifies transactions by geographical
boundaries, so that when foreign affiliates of U.S. firms sell to other foreign firms, no
effect is recorded in our trade balance (See Figure 1-1). By supplementing reports on
exports and imports across geographic boundaries with information on other international

- business activities, the panel estimated that the difference in what the U.S. bought from
and sold to foreigners in 1987 was $64 billion, less than half the reported $148 billion
trade deficit for that year.

Trott shows how sharing data can improve efficiency and accuracy, but the
benefits are more. In most of the cases that he mentions, more data are or would be
created than the sum of what we have in separate agencies.

Sharing data also promotes new research and serves to test new theories and
methods. It helps us improve our models and better understand sources of error. It
furthers the use of empirical studies and other analyses in public policy formulation and
evaluation, And it respects the respondents who provided the data by seeing that their
information benefits society in the most effective way,

"The remarks herein are those of the author and not necessarily those of the Committee
on National Statistics nor of the National Academy of Sciences--National Research Council.
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Trott’s paper is an excellent documentation of costly problems from not sharing
and the benefits from sharing data. It also provides some innovative approaches to the
problems of missing data. One example raises a question asked in the session with
George Duncan and Nancy Kirkendall on confidentiality and disclosure limitation. The
Census Bureau can't provide detailed micro data to the Bureau of Economic Analysis
(BEA) and so suppresses some cells in the tables provided. BEA indirectly estimates
these missing data. Suppose it does so through a model based on some assumptions.
The Census Bureau has the original data and can determine whether the model holds or
the assumptions are wrong. Should it inform the BEA?

My friends who are into Transcendental Meditation provide some important advice
for missing data. Once, when I was delivering a lecture on multiple imputation methods
for nonresponse, one of them intonated to the audience that the methods were
unnecessary, because, if you search really hard, you can find the missing data within
yourselves,

And, to me, that is Trott's message to the federal statistical system. Only, as he
points out, you rcally don’t have to search very hard.

Thus, we are led to ask if what we need is really going to be achieved by a data
sharing agreement in fulfillment of recommendation 11 to the Department of Commerce
from the National Performance Review. Perhaps, but not likely in our lifetime.

What is needed is a new framework to provide the incentives for finding the ways
for data sharing to occur while fulfilling the intent of confidentiality law. the Committee
--on National Statistics explored one approach recently with a number of statistical agency
heads. The basic issue is that there needs to be a quid pro quo for one party to share
information with another. Truly cooperative agreements are rarely built on one-way
strects. But what can be offered in return for data provided? One approach is to return
analyses that depend on the data. But more can be offered.

A statistical agency can engage in designing, developing, and even managing a
data collection program of another agency, so that it can obtain important data for
statistical purposes. What is more the data program of the other agency could be for
administrative purposes. Thus, BEA or the Census Bureau could design for the Treasury
a tax data base for tax policy or even for enforcement purposes that could also provide
statistical data. It’s not far fetched. As David Binder has reminded us here, Statistics
Canada already does iL.

Discussion of "Health Reform Information Systems: Grear Expectations, Uncertain
Frospects,” by Edward L. Hunter.

Hunter's paper is a consummate exposition of one of the greatest challenges to the
federal statistical system: the information system that may arise in a reformed health care
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system. Ed lays out, in as much detail as has been developed, the data to be collected
and the potential uses of them. I want to complement his description with another
perspective that raises some issues for the federal statistical system.

The structure of the data is in three parts: enrollment, encounter, and claims. In
addition, data would be compiled on health care providers. Consumer information would
be issued as some sort of report card on plans and providers. Here measures of the
quality of health care services become important.

The regional data centers may be entirely new public-private ventures. They may
be the places where public-use files are compiled and where linkages to other data, such
as surveys, are performed. Here privacy and confidentiality are crucial.

The health care information system envisioned can provide many benefits. The
information is needed for physicians to make accurate diagnoses and recommend
appropriate treatment. But the information is also needed to monitor trends that affect the
costs of health care, to plan for the changes in the needs for health care, and to achieve a
hetter understanding of how behavioral and social factors are related to health and health
care coverage.

It is important to note however, that, although health care information alone may
provide information on health outcomes, it is not possible to understand what may have
caused the outcomes unless data can be combined with other data, such as from surveys.
The information serves other purposes too, including being a valuable source of social,
economic, and demographic characteristics of our population. However important these
.- purposes are, however, the health care information system would be driven by the needs
to implement the health care system and not by research and statistical needs.

So that the public might benefit from access to the information for research and
statistical purposes, the Committee on National Statistics expressed concerns to the
Congress about legislative provisions that were proposed. As Hunter points out, some of
these provisions could preclude data for important research and statistical purposes.

The Committee’s first and foremost concern is that privacy and confidentiality of
health care information be adequately protected. It is not necessary to sacrifice either
confidentiality or the benefits of information: both are possible if legislation provides for
responsible access and demonstrated, effective means to protect confidentiality. The
Committee also argued that health care legislation can protect confidentiality of
information and yet permit important research and statistical uses of that information by

- Prohibiting Jdata about an individual thar are collected or maintained for
research and other statistical uses from being used in any administrative or
enforcement action affecting that individual. This principle is referred to
as funcrional separation.

551




® Extending confidentiality protection to identifiable data about individuals,
wherever the data are maintained.

. Providing sanctions against unauthorized disclosures by any user.

L] Authorizing access to health care data about individuals for research and
statistical purposes whenever confidentiality can be assured.

L] Creating an independent federal advisory body charged with fostering a
climate of enhanced protection for all federal data about persons and
responsible data dissemination for research and statistical purposes.

The Committee conveyed these points in letters to members of Congress working
on health care legislation. The result is that bills were modified to permit access to
health care information for public health research and for research on behavioral and
social factors affecting health. Without these changes, the viability of several of our
major national surveys would be threatened.

Many difficult problems remain, however. Who, for example, rules on access?
One proposal is that Institutional Review Boards grant permission for access. Some
parties, such as the Institute of Medicine, would not even permit access with consent.
The concern is that, if access were allowed with consent, then employers might require it
as a condition of employment.

Hunter talks about the system enhancing the legally mandated reporting to local
-and state health departments. Not everyone wants to facilitate providing this information,
however, because of confidentiality concerns.

Hunter also shows the many benefits of the data in and of themselves. We must
take care however, that people do not get the impression that a single, large anonymous
file can serve most needs. Such a public-use tape might do so for public health purposes,
but many policy purposes require different data to be combined or data to be combined in
other ways. And public use tapes cannot be combined with further data that may be
needed, such as information from Social Security earnings records.

The examples Hunter gives of uses for demographic research, for labor market
and employment-related research, and for providing information on health care providers
shows the utility of the da w other agencies: the Census Bureau, the Bureau of Labor
Statistics, and the National Center for Health Statistics. What are these agencies doing to
assure access to the data? I am not aware of any major initiative.

Many serious confidentiality problems remain. For example, is it appropriate to
screen the system to develop a sampling frame of people with a disease like AIDS? Are
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we going to allow them to be contacted? How? Should we permit contact by a call or
letter that might go to a member of their household?

A specific confidentiality practice that can be harmful is when an agency specifies
that information will not be used for purposes other than for which it was collected .
That is a bad principle, and some bills before Congress have adopted it. Such a blanket
prohibition denies many legitimate research and statistical uses. Mo one can foresee all
potential uses of data that would benefit society. If such prohibitions were enacted and
enforced, society would lack important information that it could obtain only at greater
cost through new data collection that might further intrude on individual privacy.

Despite Hunter's expectations, the administration may have missed the boat on
privacy and confidentiality provisions. Bills are moving now quickly through the
Congress, and Representative Condit’s bill can stand on its own with or without a health
reform hill.

Nevertheless, the challenges for implementing such an ambitious data system are
before us, and the statistical agencies can offer a special expertise here. We can look
toward a health care information system to allow through research and statistics the
means of providing the information required by stakeholders represented by the six P’s:
policy makers, public health officials, payers, providers, patients, and the public.
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Session 11
SMALL AREA ESTIMATION




Small Area Estimation for the National Health Interview Survey
Using Hierarchical Models

DONALD MALEC
National Center for Health Statistics; Hyattsville, MD

J. SEDRANSK
State University of New York; Albany, NY

1. Imtroduction

There is a continuing need to assess health status, practices and resources at both the national
level and subnational levels. Estimates of these health items help determine the demand for
quality health care and the access individuals have to it. Although NCHS survey data systems
can provide much of this information at the national level, little can be provided directly at the
subnational level, except for a few large states and metropolitan areas. The need for State and
substate health statistics exists, however, because health and health care characteristics are known
to vary geographically. Also, health care planning often takes place at the state and county level.

Using a hierarchical model, our focus is on the development of state estimators using data
from the National Health Interview Survey (NHIS). Information on health status, practices and
resources is collected annually in the NHIS and direct national estimates of these items are also
produced annually. The NHIS is a multistage, personal interview sample survey, The current
sample design uses 1,983 primary sampling units (PSU’s), each PSU consisting of a single
county or a group of contiguous counties {minor civil divisions are used instead of counties in
New England and Hawaii). The population of 1,983 PSU’s is stratified and approximately 200
are sampled with probability roughly proportional to their population sizes. Within each sampled
PSU clusters of households are formed and sampled. Areas within a PSU with a high
concentration of blacks are oversampled. The NHIS is a cross-sectional survey: each year, a
new sample containing approximately 50,000 households and 120,000 individuals is selected.
(For additional details about the design of the NHIS see Massey et al. 1989.) Although the total
sample size is large, the sample size in most states is too small to produce direct estimates that
are sufficiently precise.

Malec and Sedransk (1985) have described Bayesian methodology appropriate for the analysis
of some multi-stage sample surveys when the variables are normally distributed. We have
extended this methodology to accommodate binary random variables, the predominant variables
in the NHIS. Our model is similar to that of Wong and Mason (1985). However, the objective
in Wong and Mason (1985) is inference about parameters in the model rather than finite
population quantities. While Dempster and Tomberlin (1980) investigate small area estimation
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methods for binary random variables they, like Wong and Mason, provide an empirical Bayes
rather than a fully Bayes solution. Since empirical Bayes procedures often account for only a
fraction of the error correctly represented in a fully Bayes approach, we prefer the latter. Recent
advances in numerical methods (e.g., the Gibbs sampler) permit the employment of a full
Bayesian analysis; see, e.g., Gatsonis, et al. (1993), Malec and Sedransk (1993a), and Malec.
Sedransk, and Tompkins (1993).

The notation and model are described in Section 2 while the estimation methodology is
presented in Section 3. Section 4 describes the techniques for fitting the proposed models, and
displays the final model using data from the 1987 NHIS on utilization of physician care. There
is a comparison of alternative estimators in Section 5, and evaluation of the proposed
methodology is described in Section 6.

2. Model Specification

The model in (2.1), (2.2) and (2.3) below includes the most important features of the sample
design. Our objective is to produce accurate point estimates and appropriate measures of
variability by accounting for geographic variability of the response and using available covariale

information.

Let Yy denote a binary random variable for individual j in county i where 1=1,..., L and
j=1,...,N;. Within county i and conditional on the p;, the Y, are assumed to be independent
Bernoulli random wvariables: i.e..

Pr(¥;=yiy) =pif’ (1-py) ™74, y,5€(0,1}. (2.1)

Given the vector of M covariates corresponding to individual 7, X§, = (X, ... X5
and § , it is assumed that

ln{p”ffl—pij} b= ijﬁl (2.2)

To allow for the possibility of a linear regression between each element of B, and a set of
covariates, Zi=(Z;,..., Z;.), available at the county level, assume

B; ~ N(Ga.I') (2.3)
where, conditional onyand T, the B;"s are independent and G,=Diag(g} , 9%, . . ., g}, ) and g},
is a row vector of dimension c; containing a subset of covariates from Z!. Additionally. n'=
(Myze v oo sMageMaze v oo o Magr v oo s Myggs + + + 4 Ny ), conforming to the dimensions of G;,

and I is an MxM positive definite matrix. Finally, reference prior distributions are assigned to
gand I'; 1.e.,

p(n.I) o constant. (2.4)
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Taking I'=0 provides a specification that is consistent with the basic assumption of synthetic
estimation. In the following "synthetic estimation” refers to the use of (2.1), (2.2) with 8,=Gy,
and p(y) o« constant.

We include as variables in (2.2) those individual level characteristics that provide the best
prediction for p;;, and are reliably estimated at the county level in non-census years. Candidate
variables at the county level (i.e., G, in (2.3)) include the variables used to define the NHIS
strata (defined at the county level). By predicting for demographic groups within counties and
then weighting by postcensal population estimates, estimates are automatically weighted to fixed
population totals.

3. Estimation Methodology
3.1 Bayesian Predictive Inference

In this paper, our objective is to make inference about finite population means. By first
summing the Y,’s within a county and then within a state, the population mean within a state can
be expressed as

g u] Elrﬂfm. G.1)

)

Formula (3.1) can represent either a mean for the entire state or for a subpopulation. The first
sum is over the collection of counties within the state, while N, is the size of the population or
subpopulation in county i. Here, ¥ .N,=N.

In (2.2) we use the variables age, sex and race because these are the only variables for which
reliable estimates are available at the county level for non-Census years. In this case, (3.1) can
be simplified. Suppose that in the population there are K different values of the vector X;. Then
write X, = X(k) for all ij having pattern k (k=1,...K).

From (3.1),

¥ig N;{k} 'ﬂitk} —n
B=zifij]?5_jlfl +§£[ N ]}?J‘.:k ! (3‘2}
where Ni(k) and n,(k) are, respectively, the population and sample sizes in county i with X, =
X(k) and Y7 is the mean of the nonsampled individuals with demographic characteristic k in
county i.

Letting y, denote the vector of sample observations, we emphasize the first two moments of
6, E(f|y,) and Var(f|y,).
From (3.2),
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N, (k) -n, (k)
N

BBy, =S _41+};ﬁ(

Vs
(. es Ty T )E{pixl}:si (3.3)

where p;, = exp{X*(k)§ }/ [1+exp (X" (k) § 3]

and

var 8]z, ~TE (7, (k) ~n, (k) ) B{pyy (1-py) | } /N

(3.4)
3 k=1

+Va Eg {N,; (k) -n, (k) }Piﬂls] SN=.

3.2 Numerical Evaluation

Since the posterior moments of # are nonlinear functions of {B;:i=1,..., L}, and the posterior
distribution,

f({Bsi=1,..., L},n,T'|v), (3.5)

cannot be expressed in a simple form, numerical evaluation is needed. We generate from (3.5)
R sets of parameters, @ = {0™:r =1,... R}, where O = {{fi"i=1,..., L},z™,T}. Then we
evaluate the p{j using (2.2), and obtain estimates of E(#|y,) and Var(f|y,),

E'fzu,j}sJijf'rN*'R_lI%Lmu,jusP;;ﬁfN] (3.6)
and

o [£3] (£} L]
Vg=R Ié[):u,jzmpi;f (1=ps3 ) +{Xyy, 5 o7 12|/

(3.7)
(rEE,, . {n %,
{ I_I[E{JJJ:IESDJJ ‘”‘f]}
This numerical evaluation is accomplished using a Gibbs sampler; see Malec and Sedransk
{1993b) for details.

4, Variable Selection

Using data from the 1987 NHIS we select the variables to be included in (2.2) and (2.3) where
the binary variable Y has Y=1 if there has been at least one visit to a physician during the past
twelve months. We proceed in two steps by first fitting an individual-level model using (2.1)
and (2.2), and then considering the county-level model in (2.3).

Owur initial objective is to ascertain the general form of (2.2). We do this by ignoring county

variation and estimating B in the "national” model, (4.1). If X, = X(k), (2.1) and (2.2) are
replaced by

558

L} ]




PriY¥;=y;;) =pp ¥ (1-p) 74,y (0,1},
and

In {p./(1-pY} = X'(k)8. (4.1)

First, we obtain estimates based on the saturated model where the sample proportion of
individuals in class k, £, is used to estimate p,. Figure 1 shows the effect of age, race and sex
on lu{f,/ (1-£;}.

The variation in log odds in Figure 1 corresponds to an expected pattern. First, for a given
sex and age, the probability of a physician visit is generally larger for whites than for nonwhites.
Second, the general patterns are similar for both races for a given sex. For males, the
probability of a physician visit decreases steadily until about age 22.5, and then increases
steadily. (Recall that we are using five year age groups.) For females, physician visits decrease
steadily until age 12.5 and then increase to about age 27.5. Physician visits remain roughly
constant from 27.5 until 62.5 and then increase steadily.

Due to the complex form seen from Figure 1, various spline models, linear in age, were used.
A fixed knot spline can be defined as a linear model (Smith 1979) and, hence, used in (2.2).
We include the possibility of a knot at each five year age group. The general model investigated
included all possible splines that are linear in age, a race effect, a sex effect, a race by sex
interaction and, finally, all interactions between these categorical variables and the linear age
splines. The set of possible variables is

1) Categorical variables: Intercept, race (r), sex (s) and race by sex (rs)

2) Linear age splines: X,(k)=max(0, age(k)-a), a=0,5,10,...,85 and age(k) is the age for
individuals in class k.

3) Categorical by age-spline interactions: r by X,(k), s by X,(k), rs by X (k).

To determine a subset of terms to include in (4.1) the SAS forward stepwise logistic regression
procedure, PROC LOGISTIC, was used. This procedure selects variables for inclusion and
exclusion using a residual chi-squared test. Since the sample size is approximately 120,000
persons, variables possibly having only a small effect may be included in the model. To
determine the total number of variables to use in the model a quantity like R* was used. Define
the deviance D* for the model M, as (Dev(M,)-Dev(M,))/(Dev(M,)-Dev(M,)), where M, is the
null model {with only an intercept term) and M, is the saturated model (a parameter is fitted for
each age by race by sex group). Note that
0 < D* < 1, and equals R* for the linear model. The variables, intercept, sX;s,...,r, listed in
the table below were included in the model. Adding other variables does not increase the value
of D* appreciably (note the small contributions of the next best variables, rX, and sX,., to D?).

Variable Intercept X, X X, X, - X. r X, X,
Cumulative IF (.00 17.17 | 2209 | 58.88 T5.02 87.41 91.55 94 .41 95.37 | 95.70
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To check the fit of the model, partial residuals were plotted. Corresponding to each observation there
is the residual, r,, = (¥;; = £,;) /B;; (1-PB;;) , which is then averaged over subsets of interest.
A typical residual plot has, for a given domain (e.g., sex by race), r, averaged over all individuals of a
given age plotted against age. The particular form of the residual is used because it will estimate a
missing term in the logistic model (see Fienberg and Gong’s comment to Landwehr, Pregibon and
Shoemaker 1984). The residual plot in Figure 2 indicates that the eight variable model provides a good
fit to the data. The one large remaining residual (for Black males, aged 85 + ) corresponds to an estimate
based on a very small sample size.

The second step in the data analysis is to identify county-level covariates that affect an individual®s
probability of visiting a doctor, after having removed the effects due to the individual level covariates.
To do this, we combined the individual level and county level models in (2.2) and (2.3) but set I'=0.
Then

1ln {P_-L'j,-"f [l‘PijJ I =E;J.Gin . 4.2)

To reduce the scale of this investigation we consider only the eight individual level variables identified
earlier. As indicated by (4.2), we allow main effects of county-level variables and interactions of these
county covariates with the individual-level variables. The collection of county covariates that we
considered are ones included in the Area Resource File or county mortality file, and thought by subject-
matter specialists to be relevant, We have also included county variables related to the formation of the
NHIS strata. The procedure we used was to force the eight individual-level variables into the model, and
let the SAS stepwise logistic regression procedure add variables. (We have also used graphical methods
as described in Malec and Sedransk 1993a and Malec, Sedransk, and Tompkins 1993.) We found no
county-level covariates that increased D* appreciably. However, there is still considerable county-to-
county variation to be captured by (2.3) with G, = I. For other dependent variables (e.g., health status),
county-level covariates play a more significant role,

3. Comparison of Altcrnative Estimators

In this section we use data from the 1987 NHIS to compare the Baves estimates with the standard
alternatives, synthctic and design-based estimates.

For the largest states, the conventional design-based estimates should have relatively small variances,
and there should be good agreement between them and estimates based on (3.2). In Figure 3 we plot,
for each state and type of estimator (design-based, Bayes, synthetic), the estimated percent of the state
population who visited a physician against state sample size. The Bayes estimates (based on a normal
approximation to the posterior distribution) are close to the design-based estimates for the largest states,
as one would hope. For the same states, the synthetic estimates are always further from the design-based
estimates than are the Bayes estimates. As the state sample sizes become smaller the design-based
estimates become increasingly unreliable, and the Bayes cstimates look less like the design-based
estimates, and more like the synthetic estimates. We have also used this same model to produce state
estimates of the percent visiting a physician for subpopulations such as persons 65+, non-whites and
females. These estimates exhibit the versatility of Bayes estimates; the between county variability, based
on I', is different for these three cases, leading to different amounts of "gaining of strength”. See Malec
and Sedransk (1993b) for details and estimates.

Corresponding to Figure 3, Figure 4 is a plot for the 51 areas of posterior standard deviations vs. state
sample sizes where we consider both the hierarchical Bayes (formulas (2.1) - (2.4)) and "synthetic"
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estimates. For the states with smaller populations, the standard deviations based on the hierarchical Bayes
model more properly account for the uncertainty associated with inference about 6.

6. Ewvaluation

We have investigated whether the conventional sample weights are informative. Figure 5 is a partial
residual plot similar to Figure 2. (For this analysis,
Ii; = vy - Elpysly )Y E(pyyle,) {1-E(p;;|,) }]17.) Theordinate of eachpoint s the
average residnal for all individuale having a cample weight within the range centered at the corresponding
abscissa. There is no evidence that the model should include the sample weight as a covariate.

Since the frequency of persons who visit a physician is not available for the entire NHIS population,
it is not possible to compare the small area estimates with the true state values. However, by removing
a portion of the sample, cross-validation methods can be used to assess how well the model and estimation
procedure predict the part of the sample that has been deleted.

The cross-validation procedure that we plan to use is described below. Define the set of sampled

elements that are set aside as "A". Let v. denote the vector of observations that correspond to the
elements in A and y,,, the remaining sampled elements. Also, Y, is the random variable (with observed

value y,) that represents the removed elements. The predictive distribution, £(¥, s () » can be used
to make comparisons between the observed data, v,., and the values of ¥, predicted from the model.
Specific functions comparing Y, and v,, denoted g{fjlxﬁi . can be defined to evaluate features of the
predictions. (See Gelfand, Dey and Chang 1991 for a general review of Bayesian mode] assessment.)

We shall remove sets of sample elements in ways that permit us to see if our model captures the most
important features of the NHIS data. Our evaluation will be based on how well the model predicts the

deleted sample,

o

g = ieUk=1jeay

AL
T S, (k)

ielk=1

where the first sum is over all counties in state "U", A, denotes the set of deleted individuals in
demographic group k and county i, and n,(k) is the size of A;. Two choices for the error in prediction
are

GinlX,. ¥,) = {BM’_E{EAULE:M:I )
and
2

BAE_E{BAU]I[A} }
E(0yly,,,)

GaplX,, ¥,) =[

To evaluate how well the model can predict the error of the estimate one may use
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GiplX, ¥,) -Elg,(X,,¥,|¥,)
E(Gy\X,, %,) ¥, ) :

.g3U{XArIA.:I -

(Al

Numerical results from this cross-validation will appear in a forthcoming report.
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THE ROLE OF DESIGN BASED VARIANCES AND COVARIANCES
IN SMALL DOMATIN ESTIMATION

Robert E. Fay'
U.5. Bureau of the Census

l. Introduction

Two recent reviews provide the context for this paper. The
Subcommittee on Small Area Estimation, TFederal Committee on
Statistical Methodology (Schaible and Gonzalez 1993) surveyed
applications of indirect estimators in official U.S. government
use. The first chapter of their report noted the predominance of
direct estimators in federal statistics. In other words, official
estimates are almost always "direct,” through exclusive or almost
exclusive use of data from both the time and domain of interest.
Indirect estimators, relying heavily on data from either other
domains or times (or both), are the exception in federal
Btatisties. The report enumerates and discusses indirect
estimators in current federal use. (That is, the report considered
only those applications published as official estimates, not
inecluding methodological tests and discontinued series.
Generalizations of survey variance estimates, for example, theose
often included in source and reliability statements at the end of
Census Bureau reports, were also not included.)

Although infrequently employed in federal practice, indirect
estimation generally reflects an attempt to address a need for
estimates that cannot be reliably produced directly given
constraints on resources. The concluding chapter of the report
urged caution in the use of indirect methods and eschewed advocacy
of them as a general purpose and easily developed solution.

Ghosh and Rao (1994) reviewed the statistical methodology
underlying several types of indirect estimators. Their review
included demographic and other methods specific to postcensal
population estimation; synthetic, composite and related estimators
for domain characteristics; and empirical best linear unbiased
predictors (EBLUP), empirical Bayes (EB), and hierarchical Bayes
(HB). This paper employs their review as a point of departure for
comparisons of existing theory to practice.

Several small domain applications that have appeared in the
literature share enough common features to be studied as a group.
One class of applications, which represents the scope of this
paper, combines information from survey estimates at the domain

! This article represents results of research undertaken by a staff
member of the Census Bureau. The views expressed are attributable
to the author and do not necessarily reflect those of the U.S.
Bureau of the Census.
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level with domain-level characteristics available from independent
sources. Examples include estimates of 1970 census income for
small places (Fay and Herriot 1979), estimates of 1980 census
undercount (Ericksen and Kadane 1985, Cressie 1992), estimates of
1990 census undercount produced by the U.S. Census Bureau in 1991
(subsequently revised under a different methodology), and estimates
of median family income by state (Fay, Nelson, and Litow 1993).

In some of these applications, independent data provide a
basis for evaluating the methodology. For example, in estimating
median family income by state, the decennial census figures aserve
as a gold standard by which to judge the performance of the
resulting small domain estimates. Although this comparison is
available only every 10 years, the empirical results support the
application. As a second example, the relatively small number of
available special censuses taken after the 1970 census also
corroborated the application to 1970 census income for small
places. In other cases, however, including the analysis of census
undercount, there is no gold standard by which to evaluate the
resulting estimates. Consequently, the validity of the application
of the underlying theory for both the properties of the resulting
estimates and the measurement of their reliability is of
considerable importance.

Comparison of these and other applications to the available
theory generally shows that the explicit theoretical conditions are
not completely satisfied, although to wvarying degrees.
Consequently, each application implicitly requires that the
departures from the theory do not pose serious consequences. As
the title of this paper suggests, the theoretical results typically
assume that the sampling errors of the small domain estimates are
known, whereas in practice they are frequently estimated from the
data, either directly or through a model to generalize the
variances.

Section 2 reviews much of the existing theory for the class of
estimators under discussion. Section 3 then compares the
applications just mentioned to the requirements of the theoretical
formulations to note implicit extensions of the theory that, for
the most part, still lack a theoretical foundation. Section 4
reports the results of simple Monte Carlo studies to assess
evidence in some of these areas. Although mathematical proof is
preferable to computer demonstration, the empirical results present
useful evidence on the significance of various issues arising from
the practical application of these procedures and suggest
directions for new research.

2. Theoretical Results for a Class of Small Area Estimators

As noted in the previous section, Ghosh and Rao (1994)
reviewed several general small area approaches. The class of
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models of interest to this paper employs auxiliary data
( %43 ¢ ++«¢ x, ), which are assumed measured without sampling
error. In their notation, the parameters of interest, &, , are
assumed to be related to the x by

@y - =B vz, 1-1yenssm (2.1)

Frequently, the model takes the simpler form:
g, - x,B+v,, i R HRRIER s (2.2}

where B 1is a vector of regression parameters, and the v, are

independent, identically distributed (iid) random variables with:
E(v,) =0, V(v,) -0 (2.3)

In (2.1), the z, 's are known positive constants. Ghosh and Rao

(18994) develep the theory in the general form (2.1). Results
specific to the simpler model (2.2) are offered here because the
formulas are more accessible.

The & in (2.1) and (2.2) represent the parameters of

1

interest for the small areas, such as local area per capita income,
the ratio of correction population to census population, the number
of employed, etc. The model reflects a possible lack of fit

between the regression x,f and the actual value through random

effect terms, v, .
In this class of models, direct estimates, 6, are available
at the domain level with

6, - 8,+e,, (2.4)

where the e, represent sampling errors with

E(e,|8) -0, V(eB)-1,. (2.5)
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(In this section, the sampling errors are also assumed independent,
but extensions have reflected correlated sampling errors.) In

other words, the é; are design-unbiased estimators. Ghosh and
Rao comment that these conditions may be quite restrictive. For
example, the estimators may not be unbiased, as in the case of
undercount adjustment. In addition, the sampling variances v,

may not be known.
The combined model, using (2.2) and (2.4), is
6, - XB+v, +e,. (2.6)

As Ghosh and Raoc note, (2.6), which is a linear combination of
fixed and random effects, is a special case of the general mixed
linear model.

Ghosh and Rao (1994) discuss the estimation of (2.6) from the
perspectives of EBLUP, EB, and HB; this paper will primarily focus
on the EBLUP formulation. They cite Henderson (1950) as the
originator of best linear unbiased predictors (BLUP) for models
such as (2.6), when the variance components are known. Ghosh and

Rao express the BLUP of e, as
6 - v.9, - (1) =6, (2.7)
where
B - (2Tvix)lxTvid (2.8)
is the BLUE of B , v is the diagonal matrix with elements
a2+, , and
o,
> i 2.9
Vi~ (2.9)

When the variance components are known, the mean square error
of (2.7) under model (2.6) is

E(6;-6,)% - g,(0%) + g,(0%) , (2.10)

where
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Tug = YV« {2.11)

and
g (os) = (l-y)? x, (xFvix)?xfF, (2.12)

Because o2 is typically unknown, a two-stage estimator, Qf,

arises by first estimating ¢! from the data and then using it to

obtain (2.7). Ghosh and Rao reference several options for
estimating ci i A simple moment estimator diui-nmxidﬁ“,,ﬂj ’
where

o2y - (m- pll'l[iﬂ-' - ZBT(0 - xpY) - Zi: v, {1 - xz(x'x}‘ixi’}]r (2.13)
and

B* - (x*x)lxT@

is the ordinary least squares estimator of B, has the advantage

of not requiring iteration.

The remaining methods to be considered here each reguire
iteration, unless the sampling errors W, are equal. For a given
trial estimate of o , B is estimated through (2.8) at each

cycle for each of the methaods.

Fay and Herriot (1979) used an estimator O, bDased on the

method of moments as the solution to the equation
(6, -xB)*v*(6,-XB) - m-p (2.14)

or 0 in the case that no solution exists. If the sampling errors v,

are egual, then (2.13) and (2.14) have the same solution.
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A third alternative, maximum likelihood, Oy, (3 # maximizes

L(B,0) - -1/21leg(|V]) -1/2(8-XB)'V*(8-XB), (2.15)
which is the log-likelihood up to a constant.

Cressie (1992) suggested the application of another

estimator, g, ,, . based on restricted maximum-likelihood (REML),

which maximizes the adjusted likelihood,

L'(B,0?) - -1/2log(|V]) - 1/2 (log(|x'v2x|)
(2.16)
-1/2 (B-xBY'Vvi(B-XB),

where terms not involving the parameters have been dropped.
Cressie (1992) further describes this procedure, which was
originally developed by Patterson and Thompson (1971, 1974). In
short, however, the procedure examines the likelihood of the

residuals from the regression. When all the sampling errore v,

are equal, then (2.13), (2.14), and (2.16) have the same solution,
while (2.15) yields a generally smaller estimate of o2.

Under normality of the error terms, Kackar and Harwville (1984)
showed that

E(67-6,)" - E(6;-6,)%. E(6] - €))%,

where, for large m, the second term may be approximated by

g, (6,) = V(e ¥ )3 V(eY),

where ¥(¢?) is the asymptotic variance of .

Prasad and Rao showed that an approximately unbiased estimator
of the mean square error of the EBLUP estimator is

mse (8Y) = g,(6) + g,,(62) + 2g,,(62) {3+17)

with bias of order lower than m.
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The MSE estimators studied in Section 4 share (2.17) but

differ in the approach to estimate F}dﬁ}. Section 4 describes

these differences.

3. DAssumptions Made by Some Previous Applications of EBLUD

Section 2, and the more complete review in cGhosh and Rao
{1994), detail the assumptions of the available theory for EBLUP.
This section briefly reviews potential discrepancies between the
theory and some previcusly published applications.

One feature is common to all of the applications discussed
here and can be assumed to occur almost universally for sample
surveys, namely, that the sampling variances, y,, are estimates
rather than known wvalues. The following discussion notes +the
conseguent adaptations, which range from direct use of estimated
variances to variance generalization.

Fay and Herriot (1979) described a large-scale implementation
of EBLUP/empirical Bayes estimation to estimate per capita income
in 1969 for small places and minor civil divisions with population
below 1000 persons. The sample estimates, 6,6, were based on the
long form sample of the 1980 census. Predictors included the
county average PCI, 100% data from the census on housing value, and
reported income from IRS returns. Because of computing constraints
at the time, the authors refrained from any recalculation of the
census sampling wvariances but instead employed the available
variance genaralization. The generalization was a simple national
model without any allowance for geographic variation. Since the
generalization yielded a linear relationship between y, and B, a
logarithmic transformation of 6, gave a closer fit of 'the
application to the theory. They employed (2.14) to estimate o, -
Generally, the compositing, (2.7), drew on both the sample
estimates and the regression in approximately equal amounts, rather
than relying almost exclusively on one of the two. The authors
employed (2.2) but observed some evidence of variation in o by
size of place. The evidence suggested (2.1) with z, decreasing
with increasing size, n,, although at a rate closer to n;** than
n;*?. The authors did not attempt MSE estimation, but presented
some limited empirical evidence from special censuses favoring the
EELUP approach.

Application of EBLUP to sample estimates of decennial census
undercounts has been controversial, and the review here will simply
focus on assumptions incorporated in the implementations rather
than systematically evaluating the merits of the work on this
subject. As Ghosh and Rao (1994) comment in passing, survey
estimates of undercount in both 1980 and 1990 have been subject to
substantial sources of bias, and the existing theory does not
provide a clear measure of how EBLUP behaves under such conditions.
Furthermore, gains from EBLUP and estimators of MSE have figured
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prominently in the undercount debate, since the 1980 PES estimates
at the state level and the 1990 PEP estimates based on the original
1392 strata have such high sampling variability as to preclude
adjustment without EBLUP or other smoothing. The estimators
placed high weight on the regression and little on the direct
estimates.

In both 1980 and 1930, estimates of Y, have appeared to depend
on 8,. The published 1980 analysis used the estimated variances
in spite of this departure from the model. The 1991 analysis of
the 1990 PES applied a variance generalization. Although opinions
have been offered on the subject, a systematic analysis of the
effect of the generalization on the 1991 estimates remains to be
done. Furthermore, the 1991 smoothing was multivariate and
employed large covariance matrices, formed from the generalized
variances and directly estimated correlations. Fay (1992) showed
through stratified bootstrap samples that this approach induced
substantial additional wvariability not reflected in the MSE's
computed by the Census Bureau.

The 1980 PES estimates werc subject to substantial amounts of
missing data, yet no estimates of missing data variance are
available, and the author is unaware of systematic analysis showing
what possible effect this factor might have had on the 1980
analysis.

Ericksen and Kadane (1985) and the 1991 EBLUP for the 1990 PES
both employed (2.2), whereas Cressie (1992) reanalyzed 1980
estimates with z, - n"¥2. Although Cressie argued for this choice
on intuitive grounds, empirical evidence on this question is
limited and wvirtually impossible to obtain from the undercount
estimates themselves. The 1990 application employed (2.2); yet the
sample estimates suggested that it failed to hold because o?
appears much larger in minority poststrata than elsewheras.

The U.S. Census Bureau has employed an EBLUP procedure to
estimate median family income for 4-person families by state from
the Current Population Survey (Fay, Nelson, and Litow 1993). The
model can be calibrated against census values every 10 years.
These calibrations have favored continued use of (2.2) at the state
level, distinctly rejecting proposals such as =z, -n'Y? (Cressie
1992) in this application. The authors accounf for different
approaches to estimating Y, and ¢’ over the evolution of the model.
Ovar time, more emphasis has been placed on direct estimates.

In short, 1) each of these applications has rested on implicit
extensions of the existing theory, 2) some empiriecal evidence
suggests that these procedures can be useful under some conditions,
but 3) a more systematic approach to assessing effects of
uncertainty for EBLUP is still needed. The next section does not
fully meet this need, but it does suggest the value of large scale
Monte Carle simulation as a productive approach to some of these
guestions.




I'e

4. Monte Carlo Evaluation
4.1 Basic Design of the Study

As noted earlier, the derivation of the estimators of mean
sguare error rest on expectations taken both over repetitions of
the sample and over the random effects. The more usual perspective
of finite population sampling considers the population as fixed but
unknown. In order to bridge the consequences of these two points
of view, this study generated several finite populations, 8, and
compared the properties of the mean square error estimates for each
resulting population. Although the expressions in Section 2
focused on errors for individual components, (2.17), this section
studies the accuracy of the estimated sum over domains of squared
errors, much as the literature on the James-Stein estimator. The
actual MSE's are compared to (2.17) summed over i.

Two values of m, 20 and 50, offer some indication of the

effect of number of domains on the estimators. The first offers an
approximate lower boundary on the range of usual application, while

the second illustrates the effect of somewhat larger m. The

primary emphasis will be on 50. Obviously, results for larger
numbers of domains, such as 200, would alsoc be desirable.

The section reports results that share the following common
elements:

1) A set of population values for the domains, ©, is drawn from
some distribution. For normal applications, for example, the
domain means are selected.

2) Samples, 6, are drawn from the domain population and sampling
variances estimated.

3) One or more EBLUP's, &%, are constructed.

4) Steps 2) and 3) are repeated for a total of 2000 samples from
the population defined at step 1).

5) The MSE's of the EBLUP's, estimated as the average value of
(67 -8,)?, calculated from the 2000 samples and summed over
the domains, i, become the standard for comparison to the
corresponding estimated MSE sums of (2.17) over i.

6) The bias and mean square error of the MSE estimators are then
derived, and also key frequencies, such as the percent of
samples in which the estimated MSE understates the actual MSE
by 25 percent.

Steps 1)-6) generate one point in the Monte Carlo study. 1In other
words, each point represents a specific population realized from
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the superpopulation, where the performance, over repeated sampling,
of each of the EBLUP estimators and MSE estimators is evaluated,

Obviously, the MSE's at step 5) are not entirely free from
sampling error themselves, but the relatively large number of
samples provides practical justification for this procedure. The
results presented in Figures 1-13 show that this procedure produces
stable values.

Thus, the perspective is similar to design-based £inite
population sampling, since the criteria assess the performance for
individual over repetitions of the sampling design.

4.2 Results for Normal Populations
For simplicity, four X variables were constructed:

1) The grand mean.

2) An indicator wvariable dividing the domains into halves
according to domain number, i = 1,... m. For example, for m
= 20, the variable distinguishes the first 10 from the second.

3) A linear term, increasing with the domain number.

4) A similar quadratic term.

The sample size, n, for each domain was fixed at either 10 or
20, and the observations were scaled by n'”? in order to give the
sample means unit variance. Because the analysis is invariant to
the true B, these coefficients were set to 0 in generating the
Monte Carlo samples.

Eight combinations were studied:

1) Use of known sampling variances, y, -1, in combination with

(2.14) and V(d?) from Prasad and Rao (1990, p. 167, (5.19)):

V(e2) - 2m?[ets 202 X ¥ /n« ¥ y¥/n] (4.1)

2) Use of generalized sampling variances assuming that the Y, are
equal to some unknown constant, which is then estimated as the
average of the sample estimates of . The remaining
estimation is done as in 1).

3) MLE using known sampling variances, y, -1, and:
vie:) - 2[X (2. uyy2|? (4.2)
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4) MLE using the estimated variances and the estimation approach
of 3).

5) REML using the estimated wvariances and F}ﬂi} from Cressie
(1992, p. 82, (3.22) and p. 85, (4.11)}).

6) REML using the estimated variances and the more approximate
expression (4.2).

7) The method of moments estimator, (2.14), and:
vier) - 2a[¥ (2. ) 1]? (4.3)

8) The simple moment estimator, (2.13), and (4.1).

Cressie's (1992) estimator studied included in 5) is the only
one of the group to explicitly incorporate the effect of the

regression in estimating F]dﬁj_ All others depend on m being

large compared to p. In fact, however, differences between 5) and
the simpler 6) were extremely modest. Potentially, similar
refinements could be incorporated into the other estimators of

v(¢?), but their impact is again likely to be small unless p is a
substantial proportion of m.

Figures 1-13 results for m = 50, n = 10, that is a
comparatively large number of domains with comparatively few
degrees of freedom in each domain to estimate the variance in each.
0f course, no one choice of these wvalues is appropriate to
represent the usual situation in most small domain estimation.
Comments will follow about the results obtained for m = 20 and for
n = 20.

A series of 28 populationz are represented: 4 drawn from
N(0,0}) with of = .125, and 8 each from o = .25, .5, and 1.0.
Figures 2, 4, 6, 8, 10, and 12 each omit the points for oz = .125,
which are generally far off the scale; further comments on this
point follow.

Figure 1 shows the actual MSE for 2) as a function of ) 6%,
which is called the "SS of true deviations” in the figures. Over
the entire range studied, the EBLUF improves on the direct sample
estimates, but the improvement is most dramatic at the leftmost
portion of the range, where ¢ = .125, and the true values & almost
fit the regression line. The pluses and x's distinguish between
different super population values of o} used to generate the 8,
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but guite clearly this distinction is unimportant once the results
are conditioned on ) 82,

Actual MSE of Estimator
35 -

30
+++ +

25 -

MSE
++
&

15 *

10 — ii‘

0 T I I | T i |
L] 10 20 30 40 50 60 T0
S5 of true deviations

Figure 1 Actual MSE for "unbiased methods," generalized equal
variances, m = 50, p = 4, 10 obs. per domain.

If the actual MSE's of any of the alternatives were
superimposed on Figure 1, there would be substantial overlap. The
MSE's and other performance characteristics of 1), with known
variances, are virtually identical to 2). The actual MSE's of 2),
MLE with known variances, are also almost identical to those in
Figure 1. When sampling errors are instead estimated, the actual
MSE's are a bit larger: by about 15-30% for REML and 8-20% for the
other alternatives when the actual MSE is below 20, and by lesser
amounts over the upper end of the range.

Since the MSE of the sample means is 50, Figure 1 includes a
broad range of outcomes. At MSE=30, EBLUP yields distinct gains
that, nonetheless, many practitioners might choose to forego in
favor of the greater simplicity and interpretability of the direct
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sample estimates. At MSE=15, the gains from EBLUP may have a
substantial impact on the utility of the estimates.

Relative Bias in MSE Estimator
14 —
12 +

10 —

oo
|
+

Percent bias
L=
|
+

o

M oMM -

x ¥ = g
X + + +

-2 T T |

] 10 20 30 40 50 60 70
L8 of true deviations

Figure 2 Percent bias in Prasad-Rao MSE estimator,
generalized equal variances, "unbiased metheds," m = 50, p =

4, 10 obs. per domain. WNote: The first 4 points have been
cmitted.

Figure 2 reports the relative bias of the MSE estimator for 2)
over the range of EEE The leftmost 4 points have been omitted
from the graph because the bias increases dramatiecally, tec around
30-40%, in that region. As noted previously, the performance for
1), with known sampling variances, is virtually identical to Figure
2.

From the perspective of bias, the performance of the MSE
estimator is quite satisfactory over a large part of the range, but
it becomes upwardly biased under conditions where the EBLUP
estimator has the most pronounced effect, that is, in the leftmost
portion of the range, below MSE = 15 or so.
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Figure 3 evaluates the performance of the MSE estimator in a
different manner, by showing the proportion of times that the
estimated MSE falls below the actual MSE by 25% or more. For
example, when the actual MSE=20, the figure reports the percentage
of samples in which the estimated MSE is below 15.
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Figure 3 Percent understatement of true MSE by 25 percent or
more, generalized equal variances, "unbiased methods," m = 50,
P =4, 10 obs. per domain.

The findings of Figure 3 are not easily predicted from Figure
2. In spite of the low level of bias in the MSE estimator over the
range of MSE=20 and above, the probability that the estimator will
substantially understate the actual MSE rises steadily as MSE
decreases. Even more striking, however, is the dramatic fall
towards 0% at the right of the figure. In fact, in this lower
range, the contributions of the more stable components of (2.17),
namely its second and third terms, are able to prevent a large
understatement regardless of t.he contribution of the far more
erratic first term.
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Figure 4 presents comparable results for 3), MLE with known

variances. Figure 4 reports a consistent downward bias in the
estimated MSE for MLE. This finding agrees with a comparison of
REMIL and MLE by Cressie (1992). Presumably, this downward bias

could be even more severe when the ratio of p to m, which is 4 to
50 in this case, is larger.

Relative Eias 1n MSE Estimator

Percent kias
+
+
+
+
+
+

=]
|
e

=12 »

-14 =3 I | | | ] | |

0 10 20 30 40 50 GO 70
55 of true deviations

Figure 4 Percent bias in Prasad-Rac MSE estimator,
generalized equal variances, MLE, m = 50, p = 4, 10 obs. per
domain. HNote: The first 4 points have been omitted.

In spite of the general downward bias in the MSE estimate, the
bias changes sign and increases up to about 15-30% for the 4 lowest
points included in the study.

Figure 5 presents results for MLE analogous to those in Figure
3. Noting the change in scale between the two figures, Figure 5
shows even higher proportions of significant understatement of the
MSE over a large proportion of the range. This finding is
consistent with the general downward bias exhibited in Figure 4.
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As in Figure 3, however, the probability of significant
understatement falls off dramatically near 0.
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Figure 5 Percent understatement of true MSE by 25 percent or
more, generalized egual variances, MLE, m = 50, p = 4, 10 obs.
per domain.

As noted earlier, shifting from known variances to estimated
variances for each of the domains increases the actual MSE of the
MLE by about 8-20% for actual MSE's below 20, and somewhat less for
larger actual MSE's. Fiqure 6 reports the performance of the MSE
estimator in this instance, as an estimator of the actual, and now
larger, MSE. Comparison of Pigures 4 and 6 indicates some common
features but considerable differences as well. On the right of
Figure 6, the downward bias is even more pronounced than in Figure
4. For decreasing MSE, however, the bias crosses (0 earlier than in
Figure 4. The bias for the omitted points rises to approximately
the same range, that is, about 15-30%.
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FEelative Bias in MSE Estimator
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Figure 6 Percent bias in Prasad-Rao MSE estimator, estimated
variances, MLE, m = 50, p = 4, 10 obs. per domain. Note: The
first 4 points have been omitted.

Figure 7 shows the effect on 25% understatement of the actual
MSE when the sampling errors are estimated. Compared to Figure 5,
the results are much flatter, in the range of 15-20%, compared to
the much more dramatic swings in Figure 5. Unlike Figures 3 and 5,
the combination of the extra variability from estimating the
sampling variances and the somewhat larger actual MSE eliminates
the phenomenon of the dramatic drop towards 0% at the right end of
the scale.

It was previously noted that REML applied to the sample data
and estimated sampling variances yielded estimates with the largest
actual MSE. Specifically, choice 5), with the estimator from
Cressie (1992), appears here, although it was previously noted that
the alternative 6) produces essentially identical results. Figure
8 shows the bias in the estimated MSE for REML. Figure 8§ closely
resembles Figure € in shape but has estimated biases moved up by
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roughly 5-10 percentage points. Again, results of this comparison
to MLE are consistent with a greater downward bias in the MSE for
the latter.
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Figure 7 Percent understatement of true MSE by 25 percent or
more, estimated variances, MLE, m = 50, p = 4, 10 obs. per
domain.

Figure 9 resembles Figure 7, in showing a flatter performance
over the range than Pigqures 3 and 5. Overall, however, the
comparison of Figure 9 to Figure 7 awards a significant advantage
to REML compared to MLE in preventing marked understatement of the
true MSE. This finding is consistent with the relative shift in
bias of the MSE estimators compared in Figures 6 and 8.

As noted earlier, use of sample variances in the method of
moments estimator produces an increase in actual MSE comparable to
the increase for MLE. Figure 10 shows performance comparable or
slightly better than that of REML in Figure 8 under the same
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circumstances. Again, the MSE estimates exhibit less downward bias
than for MLE in Figure 6.
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Figure 8 Percent bias in Prasad-Rao MSE estimator, estimated
variances, REML, m = 50, p = 4, 10 obs. per domain. MNote: The
first 4 points have been omitted.

Comparison of Figures 11 and 9 reveals that the slight bias
advantage of the method of moments approach compared to REML, shown
previously by Figures 10 and 8, is traded against more frequent
understatement of the actual MSE by 25% or more. Conseguently,
there is not a single winner in the contest of these alternatives.

Generally, the method of moments approach does appear to
outperform MLE in Figures 6 and 7. The method of moments is
subject to less downward bias than MLE at the upper end of the
range studied and exhibits less frequent understatement.
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Figure 9 DPercent understatement of true MSE by 25 percent or
more, estimated variances, REML, m = 50, p = 4, 10 obs. per
domain.

Figures 12 and 13 present the results for the last
alternative, 8), which weights observations equally in estimating

o? and which does not require iteration. The f£indings show a
considerable downward bias in MSE estimation under these
conditions. For example, comparison of Figure 12 to Figure 10

shows a more consistent downward bias over much of the range
studied. In turn, the probability of 25% understatement is higher
in Figure 13 than Figure 11.

Generally, the findings show that the properties of the MSE
estimators are affected to a significant degree as a result of
estimating sampling variances when there are relatively few
observations or degrees of freedom in each of the domains. These
empirical findings do not appear to be a straightforward
consequence of the available theoretical results.

588




Relative Bias in MSE Estimator
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Figure 10 Percent bias in Prasad-Rac MSE estimator, estimated

variances, method of moments, m = 50, p = 4, 10 obs. per
domain. Note: The first 4 points have been omitted.

When n = 20 observations are instead available for variance
estimation within each cluster, the effects of estimating the
variances becomes lesz pronounced. In other words, the
corresponding Figures 6 and 7 for m = 20 become more like Figures
4 and 5, and the pairs of Figures 8 and 9, 10 and 11, and 12 and 13
each resemble Figures 2 and 3 more closely. Conseguently, and not
surprisingly, the effect on MSE estimation depends on the degree of
precision of the sampling variances in the domain, and not simply
on the fact that the sampling variances have been estimated.

Translation of the implication of these results to application
will, in the author's opinion, not be simple. Compared to the
estimation of variance for standard estimates, such as the sample
mean, the issue of the variance of the variance, that is, the
design-based variance of a variance estimator, is a fairly arcane
subject that has consequently received relatively little attention.
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A simple count of the algebraic degrees of freedom will not
typically provide an adequate indication of the expected
performance of the variance estimator, except in the sense that a
variance estimator based on a small number of observations or
clusters is certain to be highly wvariable. Generally, non-
normality of the individual or clustered cbservations may increase
the variance of the variance substantially compared to its behavior
under normality.
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Figure 11 Percent understatement of true MSE by 25 percent or
more, estimated variances, method of moments, m = 50, p = 4,
10 obs. per domain.

Results for m = 20 domains follow many of the same patterns as
m = 50. Overall, however, there is substantially less evidence to
evaluate whether the EBLUP has yielded substantial declines in MSE.
When m = 50, the MSE estimators begin to exhibit relatively extreme
behavior, including their upward bias, when the actual reductions
are 75% or more. For m = 20, the same patterns appear much
earlier, at around 50% actual reduction. Similarly, the phenomenon
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in Figure 3 and others where the MSE estimator suddenly stops
overestimating the true MSE by 25% or more shows up much earlier
for m = 20. Thus, effective MSE estimation in situations wheres the
gains from EBLUP are substantial requires numbers of domains on the
order of m = 50. Specific findings are available from the author.

Relative Bias in MSE Estimator
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Figure 12 Percent bias in Prasad-Rao MSE estimator, estimated

variances, equally weighted method, m = 50, p = 4, 10 obs. per
domain. Note: The first 4 points have been omitted.

Except for separate FORTRAN programs to generate the sample
data used in the Monte Carlo study, the variance program VPLX
calculated the EBLUP estimators and summarized the results. PC's
with 486-class processors performed the calculations for m = 20,
and a Sun SPARC 10 for m = 50, although selective problems were
checked against each other to verify independence of results on the
choice of platform.
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Figure 13 Percent understatement of true MSE by 25 percent or
more, estimated variances, equally weighted method, m = 50, p
= 4, 10 obs. per domain.

5. Concluding Remarks

Continued advances in computer technology is certain to have
a2 continued impact on the practice of statistics. Figures 1-13
summarize empirical results that the author would not have had the
resources to undertake even a few years ago. Even so, such answers
are not yet easily obtained -- for example, each set of points
appearing in Figures 1-13 represents about 5 1/2 hrs. of
calculation.

The findings, although not generally remarkable, illustrate
the subtleties of applying complex estimation methods to practical
problems. Features appear that are difficult to anticipate from
knowledge of the theoretical results alone. Over time, Monte Carlo
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assessment should become even more of a standard to complement
theoretical findings.

Substantially more work can and should be done. Section 4.1
outlines a general strategy for wuseful additional study. As
examples, the effect of linkage between 8, and ¥, can and should be
studied in this manner. Variance generalization has appeared in
applications, but what are the consequences of applying a deficient
model, i.e., a variance generalization that overpredicts some
sampling wariances and underpredicts others? What are +the
consequences of misspecifying (2.1)? How should the variance
effects of missing data be taken into account? Issues such as
these may have a substantial effect on the behavior of EBLUP
procedures, and further Monte Carlo work offers an effective
approach.
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DISCUSSION

Phillip S. Kott
National Agricultural Statistics Service

For a number of years now, many of us in the survey sampling
community have been grappling with the following question:

"What is the proper role of models in survey sampling?"

The answer for survey sampling purists can be found in Hansen,
Madow, and Tepping (1983). Their Guiding Principle Neo. 4 states:

"Models are appropriately used to guide and evaluate the design of
probability samples [including the choice of estimators], but with
large samples the inference should not depend on the model."

This principle clearly justifies the use of model-assisted
methods within a randeomization-based framework, which is the basis
for Sarndal, Swensson, and Wretman'e celebrated new textbheook
(19%2). It is in sharp contrast, however, to the approach that
Hansen and his colleagues label "model-dependent."

Unfortunately, it is not at all clear how Guiding Principle
No. 4 applies to the issue of estimation in small domains. 1In
fact, in Guiding Principle No. 7, Hansen, Madow, and Tepping
concede;

"... model-dependent methods may have an advantage with quite small
samples, for which probability-sampling many not be appropriate"

This suggests that our original question needs to be turned around:

"What 1is the proper role of randomization-based inference when
estimating small domains?"

To Bayesians like Don Malec and Joe Sedransk, the answer to
this guestion is simple: "none." Others, like Bob Fay and myself,
would like to estimate the value 8, in a small domain i with an
estimator t; that has the following property: as the sample size
within domain i grows arbitrarily large (but the sampling fraction
stays fixed), t; approaches 8, in probability irrespective of the
validity of the model used in choosing t;.

We realize, of course, that the sample size within domain i is
not arbitrarily large. 1In fact, in small domain estimation, the
sample size within i is usual so small that a conventional model-
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assisted, randomization-based estimator, ti(pyr has an unacceptably
large standard error, hence the need for a more creative, small
domain estimator in the first place! Still, we would not be happy
using an estimator that did not work well when it should; that is,
when the sample size within domain i was large.

One can write

t!:rb} - EE + E‘ij {1}

where s; 1s the sampling error of estimator t, .. Let us assume
that the model-assisted randomization-based estimator tipy 15 (2L
least) nearly randomization unbiased so that E,(s;) = 0, where the
subscript p denotes that the expectation is with respect to the
probability sampling process ("nearly unbiased" means that the bias
iz small kecaucse the sample size across all domains is large). Let
us also assume that Eurm is nearly unbiased under a model governing
the elements of the population; that is to say, E,(s.) = 0, where
the subscript M denotes that the expectation is with respect to the
model. Finally, let us assume that the turm is randomization
consistent; i.e. plim_,.(t,/0;) = 1, where n{i) is the sample size
in domain i.

In small domain estimation, it is common to model the behavior
of the domain values 8, as well as of the population's elements.
For convenience, let us restrict our attention to the following
domain-level "random effects" model:

B' = ,H-{Xi} + El'l' {2}

where ®, iz a vector of characteristics for domain i, p has a known
functional form (e.g., linear or logistic) but unknown parameters,
and €;, the random effect, is a random variable with mean zero and
positive variance.

Let m; be a nearly unbiased estimator for u(x;). A&n estimator
for t; of the form:

6 = (1-g)tyy + oMy

is nearly model unbiased. Its mean sguared error is (approxi-
imately) minimized when

Var (s;)
- . (3)
Var(s;) + E[(8; - m,)?]

Whether Var(s;) is the model or randomization variance of s; depends
on whether one's goal is to minimize the model or design variance
of t;”. The same holds true for the interpretation of E[(t, - m)?].
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From both a model and randomization-based perspective,

Var(s;) and E[(O; - HHIE] are unknown. Sarndal, Swensscn, and
Wretman's estimator for Var, (€ p) = ?arhfsr} is also a reascnable
estimator for the model variance of s,. A reascnable estimator for

Ep[{ﬂi-mﬂz} is illusive, but a good estimator for E,[(®, - m)?] =
Var(e;) i=s not difficult to develeop.

Suppose one estimates Var,(s;) and Var(e;) from the sample,
plugs those estimates into equation (3), and then computes t ®.
Call the result t,". As the sample size in domain i increases,
Var,(s;) decreases, while Var(e,) remains a positive constant.
Thus, as n(i) grows arbitrarily large t;” converges to t,.,, making
it randomization consistent just like t;,. In fact, t," is fully
in the spirit with Hansen, Madow, and Tepping's Guiding Principle
Na. 4: models have been used in the cheoice of the estimater, but
the estimator itself, while biased, is randomization consistent.

Let us now turn to the primary question addressed in the Malec
& Sedransk and Fay papers: how should the variance of a small
domain estimator like t,” be estimated? Both papers take a model-
dependent approach. The problem with this approach, of course, is
that models can fail. Since Fay's paper deals with simulations, he
avoids the problem. Malec & Sedransk do not.

Malec & Sedransk are to be commended for their thoughtful and
thorough work in developing complex models at both the element and
domain levels that are appropriate for the survey data they are
examining. I have absolutely no problems with the determined parts

of these models. What bothers me are the random parts. In
particular, the authors build in random effects at the county level
only. They allow no additional clustering effects within area

segments or households. Moreover, they assume county effects are
uncorrelated both across adjacent counties and within states. An
example of counties in a state likely to be correlated are Kings,
Queens, New York, and Bronx Counties -- the four big boroughs of
New York City. I suspect that more than one of these counties
are represented in the authors' sample.

It should be noted that the goal of the Malec & Sedransk
paper is to produce state not county estimators. Their domain-
level model is on the county level, however. Thus, they estimate
B statey ™ Sigstare & With Ziestate Ciusyr Where t;,., = m; for counties not
represented in the sample. For counties represented in the sample,
tims, 18 similar to the tf discussed above. Nevertheless, because
of how the other counties are handled, there is no easy way of
modifying a Malec/Sedransk state estimator to make it randomization
consistent.
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If g were determined from an outside source, the model
variance of t,'* would be

Var, (t;9) = (1 - qg)*Var,(s;) + g?Var(e;). (4)

once estimators for Vary(s;) and Var(e;) are computed, an estimator
for Var,(t;9) quickly presents itself.

When a g (approximately) satisfying equation (3) is deter-
mined from the sample so that t,'9 = t.”, it is tempting to simply
plug that value into equation (4) along with estimates of Var,(s,)
and Var(e¢;). A good deal of high powered statistical work has gone
into showing why such a practice can be mistaken. I have a more
prosaic problem with this approach to variance estimation: it
relies entirely on the truth of the model; in particular, on the
model for the ¢,. It is true that we modeled the €; in developing
the estimator t,” in the first place, but to my mind this fact only
reinforces a need to be able to evaluate the accuracy of t; in a
way that does not require the same model assumptions.

The randomization mean squared error of t.‘® is

MSE, (t;'®) = {1-q]|=‘%.?arp{5i} + qup[[Bi —- 1) %7

Let v(s;) be a randomization-based estimator for Var,(s;). One can
estinate E[ (0, - m;)?] with (t; ., -m)®=-v(s;). Unfortunately, this
estimator is dreadfully unstable. It has, at most, 1 degree of
freedom. For many domains, v(s;) will also be very unstable, since
it has, at most, n(i) - 1 degrees of freedom.

It may come as a shock, but few users of our statistics are
all that concerned with variances. With thie ie mind, perhaps we
should abandon the search for a near perfect variance estimator for
t,". We do need to be assured that t.” has some minimum degree of
accuracy. One possibility is to model v (s;) and (t;., -m)%-v(s;)
across all the domains and to use the results to derive a
conservative indication about the accuracy of t.” for each i.
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DISCUSSION OF SMALL AREA ESTIMATION PAPERS
COPAFS CONFERENCE, MAY 26, 1994

David A. Marker
Westat, Inc.

Both of these papers are important for their general approach to the problem
of small area estimation: they attempt to understand the application of new methods
through the explicit use of models. Ideally, one would always design surveys to allow for
the production of accurate, direct, design-based estimates. However, when such estimates
cannot be produced, one is left with only two choices: either don’t produce estimates or
use models.

Malec and Sedransk present the use of hierarchical Bayes procedures for
small area estimation. I find this approach to be more satisfactory than empirical Bayes
procedures for at least three reasons. First, hierarchical Bayes procedures do not assume a
particular model to be true. To quote George Box, “All models are wrong, but some are
useful.” Second, by assuming instead that the truth comes from within a class of prior
distributions, it is possible to examine the robustness of the estimates; although this is
limited to the range of priors contained in the class. Third, hierarchical Bayes allows for
the use of informative priors. While Malec and Sedransk do not make use of informative
priors, this is a possible area for extending their results. Particularly for repeated surveys
such as the NHIS, there is a wealth of historical data that can be used. These data can be
incorporated for model selection, as variables in the actual model, or to construct
informative priors.

Many authors. including Malec and Sedransk, use the Gibbs sampler to
produce hierarchical Bayes estimates. The advantage of the Gibbs sampler is that it allows
for computations from complex distributions. However, the experiences relayed by Malec
and Sedransk and others indicate that this approach is extremely time intensive, in some
cases taking months to produce stable estimates. This raises questions about the actual
utility of this approach to produce timely small area estimates.

One additional point is worth making regarding the Gibbs sampler. As
mentioned earlier there is an abundance of historical NHIS data from which informative
priors could be developed. It would be very interesting to see the resulis of using the
Gibbs sampler when beginning with informative, rather than uninformative, priors.
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Malec and Sedransk develop their model using forward stepwise
regression. While this is a reasonable approach, it can lead to suboptimal results under
complex situations. Therefore, it might be worthwhile to examine alternative model-
selection methods. In selecting their model, they disregarded the sampling weights. They
reported that the weights would not have had significant impact based on analyses at the
national level. My concern is that given state-to-state differences this might not imply that
nothing is lost by disregarding weights when producing state estimates.

Fay uses simulation to examine the real situation of computing the accuracy
of small area estimates when the variances are unknown. The Prasad and Rao approach
that he evaluates is limited to situations in which the mean and variance arc independent.
Unfortunately in many situations, including the binomial variable used by Malec and
Sedransk, this is not true. Prasad and Rao developed a procedure for producing
approximately unbiased mean square errors (MSEs) for model-dependent small area
estimates. These MSE estimates are, however, conditional on the model.

For government agencies there is a strong interest in producing design-
based measures of accuracy, not ones conditional on models. A method for producing
design-based small area specific MSEs was introduced by Marker (1993). This approach
replaces the average MSE of Gonzalez and Waksberg with a small area specific MSE,
where the variance of the model-dependent estimator is computed for each small area i
using replicated methods (jackknife or balanced repeated replication). The bias is computed
by averaging across small areas.

MSE (vj) var (j) + avebias? (¥;)

where

avebias? (y;) aveMSE (3i) - avevar (3;)

This estimartor is not completely small area specific, but if the variance term
dominates the bias, the root mean square error will provide a useful substitute for the
traditional standard error. If the bias term dominates, the small areas can be grouped by
expected similar biases. The average bias can then be computed separately for each group
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of areas so that the MSE more accurately reflects small area differences. It would be very
useful if both Fay and Malec and Sedransk could examine the utility of this approach.
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EXPLORING NONRESPONSE IN U.S.FEDERAL SURVEYS
Maria Gonzalez, OMB; Dan Kasprzyk, NCES; and
Fritz Scheuren, IRS

Section 1: Introduction

This paper is intended te provide a broad summary of
nonresponse rate trends in U.S. federal government surveys. We
have built directly on the work of a Subcommittee on Survey
Neonresponse, commissioned in 1991, by the Office of Management
and Budget’'s Federal Committee on Statistical Methodology
(FC8M) . A particular debt of gratitude needs to be
acknowledged for the role played by Bob Groves (Subcommittee
Chair}, Mick Couper and the other members of that Subcommittee
for their input inte what follows (see acknowledgements for a
full list of the members).

Highlights of the Subcommittee’'s efforts have already
appeared in the April AMSTAT NEWS (Gonzalez, Kasprzyk, and
Scheuren,1994). A more extended treatment will be given in
this paper. S8till other papers based on the Subcommittee's
work will appear in the Proceedings of the 1994 meetings of
the ASE.

The present material is organized into four main
sections, along with supporting figures, references,
acknowledgements and an afterword. First, there is this short
Intreduction (Section 1); some background considerations come
next. These considerations led to the establishment of the
FCSM Nonresponse Subcommittee (Section 2).

In Section 3, an overview of the work of the Subcommittes
is given, including the principal findings on nonresponse rate
trendes in federal surveys. Naturally, a discussicn is given of
limitations as well.

Finally, the recommendations of the Subcommittee are

revigsited in Section 4 and comments made on the future steps
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that we, as federal government statisticians, should take --
both as individuals working on our own surveys and by acting

collectively to improve practice as a whole.

Section 2: Some Background on Nonresponse in Federal Survevs

Like the poor, nonresponse in surveys may always be with

us. In the days of "representative" samples drawn purposiwvely,
neonresponse was present but not wvisible. (Quota sampling,
even today, makes measuring the extent of the actual
nonresponse difficull -- maybs impossible) . With the ascent of
the random sampling paradigm (Bellhouse,1388), nonresponse
hecame a problem that needed to ba "sclved."

In so far as U.S. Federal surveys are concerned, the
turning point in government practice for the randomization
paradigm came when Deming invited Neyman to lecture at the
U.S.D.A. Graduate Schocl in 1937. Morris Hansen, using
Neyman's ideas and his own, and with many collaborators, did
the rest (e.g., Hansen, Hurwitz, and Madow,1953).

It seems clear that Hansen and the other early picneers
understood quite well that randomization-based inference was
direclLly challenged by nonresponse. Concerns about bias, for
example, were evident from the beginning. In Cochran(1977)
there is an example of an early treatment that simply widens
the confidence intervals directly to account for the
nonresponse bias, This conservative approach was consistent
with the main focus of the random samplers of that era who
were busy inventing ways to reduce nonresponse to the bare
minimum. The U.S5.Census Bureau in its Current Population
Survey (e.g., Hanson,1978) still continues successfully in
that tradition.

Hansen and his collaborators, in addition teo a primary
emphasis on "prevention," developed designs which called for
the subsampling of nonrespondents le.g., Hansen and
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Hurwitz,1946). These were a natural extension of the basic
randomization paradigm and called for more thorough fieldwork
on a random subsample of nonrespondents. One of the results
of this work was to introduce the idea of a weighted response
rate. Such samples naturally alsoc had their own nonresponse
problems; so this approach too was seen from the beginning as
only a partial one. Post-survey adjustment techniques to
compensate for flaws in the randomization due to nonresponse
were alsc attacked as well.

For those interested in more information, a special
September 1575 issue of the Journal of the American
Statistical Association is a recommended reference [(Gonzalez,
Ogus, Shapira, and Tepping, 13975). This article provides a
useful summary of federal goverment (largely Census Bureau)
practices on the reporting of sampling and nonsampling errors,
including nonresponse (see also Duncan and Shelton (1978) for
gtill more on the history of s=sampling in U.8. Federal
surveys) .

While nonresponse in federal surveys has always been said
to be an indicator of the guality of survey data, interest and

concern has grown during the last two decades:

L The Panel on Incomplete Data, established by the
Committee on National Statistics in 1977, produced three
volumes focussing on incomplete data in sample surveys
{Madow, Nisselson, Olkin, and Rubin, 1583).

] The Council of American Survey Organizations (CASRO)
reviewed response rate definitiones with the intent of
trying to establish uniformity of definitions across
surveys (CASRO, 198Z2).
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] Steeh (1981) and Groves (19%8%) reviewed trends in the
response rates in nongovernment surveys, indicating a

decline in response rates over time.

] During the last ten years, the tight federal budget
climate has prompted gquestions about the ability of
federal statistical agencies to maintain high response

rates with a constant budget.

Thecretical developments in the handling of nonresponse
have grown encormously since the mid-1970's. Indeed, Lhe
problem has drawn the attention of some of the best
statisticians now working on surveys. The MNational Academy
Panel'’s report on Incomplete Data(l983) was a culmination of
gorts. A review of nonresponse adjustment technicues was done
by Kalton (1983). Even so, in the ten years since the Panel's
report, there has been a lot more done and no end is in sight.
The bock on nonresponse by Little and Rubin (1986) and a
separate book by Rubin (1987) on multiple imputation are
perhaps the two most prominent examples of the important work
that continues. The treatment of Sarndal et al (1992) and
Lessler and Kalsbeek (15922} also are valuable for the way,
among other things, they place nonresponse in context of total
SUrvey error.

Within this general environment of greater interest in
nenresponse, the FCSM decided to sponsor an effort te learn
what was known abkout nonresponse as a source of bias in
federal survey estimates. Prominent factors in making this

decisicn were --

] The lack of a systematic review of the topic since the

1983 Committee on National Statistics report.
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& A growing perception among the members of the federal
statistical community that nonresponse in federal surveys

had been increasing over time.

In any event, in 1991 a Subcommittee of the FCSM was
formed to study nonresponse in federal surveys. The initial
charge of the Subcommittee was, simply stated, to "begin an
effort to better understand unit nonresponse in surveys." The
proposed approach was to conduct a broad-based review of the
level of unit nonresponse rateg, currently and over time, in
federal surveys. The details of the SubcommitLees‘s work are

covered in the next Section.

Section 3: Work of FCSM Subcommittee on Survey Nonresponse

The Subcommittee was specifically charged with the
mission to investigate for Federal surveys the levels of
response rates, the measures used to compute these response
rates, response trends from 1982-1991, perceived correlates of
nenrespeonse, and other related information.

In earrying out its mission, the Subcommittee cbtained
information from 26 demegraphic and 21 establishment surveys.
These surveys were not selected by probability wmethods,
because no machine-readable listing of Federal surveys with
gsufficient auxiliary information for appropriate
stratification was available. The 47 surveys were chosen,
however, te include Federal surveys that differed on a number
of key design parameters: those conducted on an cngoing or an
intermittent basis, those conducted by Federal agencies, and
those carried ocut by contractors under Pederal auspices.

Because of the large differences in the design of surveys
to collect establishment wversus demographic data, separate
guestionnaires were constructed for each type and sent to
respective survey sponsor or data collection agency. The

intent of both gquestionnaires was to elicit information on a
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variety of survey features that earlier literature has shown
to affect nonresponse. In addition, information was sought on
strategies for post-survey adjustment for nonresponse.

The Study itself incurred ne unit nonresponse but did
incur a small amount of item nonresponse in its data
collection activities. Indeed, it was difficult to get the
agencies to respond to the nonresponse questionnaire.

The findings of the Subcommittee span the range from the
expected to the surprising. As in any research undertaking,
of course, the conclusions drawn from an analysiz of the
gucationnaires should be treated with caution. This point is
particularly well taken here given the purposive nature of the
sample, the small number of survevs included in the data
collection, and the wide variety of design differences that

characterize these surveys. Some highlights follow.

Trends in Nonresponse Rates. Despite the prior beliefs of

many in the Federal survey community, there was little
evidence of declining response rates over time for either the
establishment or demographic surveys 1included in the

Subcommittees’'s study:

L Establishment Surveys. To analyze the response rates cof
egstablishment surveys over time, it is more meaningful to
limit the analysis to those surveys which reported
response rates for several years. For this reason, the
analysis of tCime trends in the response rates for
establishment surveys cover only the nine surveys for
which both weighted and unweighted data were available

for at least six reporting periocds between 1981-1991.
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Figure 1 shows the average weighted response rate for the
nine selected surveys. Figures 1-5 are based on work of
the FCSM Subcommittee on Survey Nonrespconse. As may be
seen, the weighted response rate was only slightly
decreasing over the pericd covered by the data. The
average decrease was about 1/4 percent per year. Figure
1 also shows the mean unweighted response rate for the
selected nine surveys from 1984-1990. The unweighted
rate was slightly increasing, but stable over the pericd.
The average increase was about 1/2 percent per year.

Figure 2 shows weighted response rates for the nine
egtablishmant surveye. Five of these weighted reesponee
rates are 950 percent or above. Two sSeries have a
welghted response rate betwsen 70-20 percent and two
series are around 50 percent. More about establishment
trends in response will be said in Osmint, McMahon, and

Martin.

Demographic Surveys. Most demographic surveys used
unweighted response rates rather than weighted rates for
routine monitcoring of the data collection process and so
we have followed this convention here as well. The
analysis of trends over time for demographic surveys was
restricted to those surveys with at least 4 data peoints
in the period 1982 to 1991. Only 8 of the 26 demographic
surveys included in our data collection met this

criterion.

The mean nonresponse rate by year was calculated for
these eight surveys from the data provided, alocng with

refusal rates and noncontact rates where available.
Although the stimulus for the creation of the

Subcommittee was the belief that response rates weres
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declining over time in demographic surveys, Figure 3 does
not support that belief. The mean nonresponse rates for
the surveys included in the sample are minimally lower in
1991 than in 1982. This figure shows that refusal rates,
a major component of nonresponse, have remained about the
same. More about demographic trends in response will be
said in Johnson, Botman, and Basiotis.

For the Current Population Survey a longer time series of
data iz available. Figure 4 shows that the level of
nonresponse has been stable for some years. Since the
refusal rates seem to have increased, a possible
implication is that more effort may have been made to
reduce other nonresponse components -- so as to achieve
relatively constant gverall response rates.

An examination of response rates for the more-frequently
fielded demcgraphic surveys reveals large variations
ACIOSS Ssurveys. This wvariation can be partially
understood by separating the studies into twe groups (see
Figureg 5). One group has response rates in the 95
percent range, while a second cluster lies about 10
percentage points lower. The studies in the 95 percent
range consist of ongoing studies conducted by the same
interviewer corps. The studies in the lower group tend
to be less frequently conducted. Neither group exhibits

strong trends over time.

In summary, despite the prior beliefs of many in the
survey community, there was little evidence of declining
response rates over time among either the establishment or
demographic surveys included in the study. This could be due
to a greater effort in data collection but technological and
other survey context changes make this hard to verify. Ome
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final point about these results may be worth making again:
There were only a limited set of surveys on which time trends
can be measured--just nine establishment surveys and eight

demographic surveys.

Other Findings.-- There are other findings from the
Subcommittee’s work; but only three are highlighted here.

These involved issues in the definition of nonresponse,

response rate documentation, and post-survey adjustment

methods:

. Definitions for Nonresponse. Despite the study’s focus
on nonresponse rates and despite having contacts in the
agencies, major difficulties arcse in cobtaining
consistent information. Just as was found in an early
(albeit more general) study,..."rates have different

names and different definitions in different places and
times." (Bailar and Lanphier, 1878) This issue led, in
part, to cne of the study’'s major recommendations (see
figure 6, Subcommittee Recommendation 3).

- Response Ralte Documentation. Reporting practices for
documenting response rate components varied widely across
the surveys in the study. Common practice in
establishment surveys is in contrast to common practice
in demographic surveys. Sponsors of demographic surveys
not only were more likely to maintain records regarding
a wider variety of nonresponse components but also tended
to maintain more historical information. For example,
all of the demographic surveys in our data collection
included some information about response/nonresponse
compeonents. In contrast, for the establishment surveys
analyzed, 10 out of 21 did not track any nonresponse

components.
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. Post-survey Nonresponse RAdjustment. Respondents were
asked about a number of post-survey adjustment technigues
designed to reduce the effects of nonresponse: post-
stratification (e.g., simple ratio or raking ratio
adjustment), regressicn modelling of the propensity to
respond, and imputatien. All surveys in the Subcommittee
study used some degree of post-survey nonresponse
adjustment. Some of the approaches were very
traditional, while others reflected more recent research
on estimation strategies.

In the remaining section of this paper we cover the
Subcommittee’'s recommendaticone and a few ideas on future

steps.

Section 4: Some Next Ste T

The Subcommittee made four recommendations that are given

in detail in figure 6. Stated briefly the subcommittes
L

recommended :

L Survey practitioners should compute nonresponse rates in

a uniform fashicon over time.

L ] In repeated surveys, response rate components should be

monitored in conjunction with cost and design changes.

L] Agencies that sponsor surveys should publish how they
compute response rate and their components in survey
reports and their relevance to the quality of the survey
results discussed.

L] Ongoing research should be conducted on nonresponse
adjustment wariables, costs and benefits of converting

refusals, and similar nonresponse management concerns.
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All of these recommendaticns seem rather cbvious. They
address some very basic survey management and reporting
requirements; furthermcre, the suggestions are close in spirit
and substance to those made by other groups over the last two
decades.

It is true that every survey program examined by the
Subcommittee calculated nonresponse rates in some fashion and
had some auxiliary information about aspects of nonresponse.
It is also true that most survey programs did not have readily
available what the Subcommittee viewed as "basic" data on
nonresponse; nor did repealed surveys have a time series
easily available of nonresponse rates and nonresponse
componenta .

What can we expect for the future based on the results of
this small exploratory study? Some conjectures follow:

L First, it is unrealistic to assume that the
recommendations by yet another subcommittee will be
adopted uniformly by the agencies of the Federal
statistical system.

® Second, unless mandated, individual survey program
managers are likely to remain individualiscic and
independent with respect to their acceptance and adoption
of recommendations concerning their surveys.

L Third, it is important to recognize the diversity of the
management of individual survey programs and build on
each survey programs’ strengths. In other words, these
recommendations should be no more than guidelines in any
cage.

@ Fourth, the survey data collection manager and the agency
that sponsors the survey need to work together as a team
with the interests of the ultimate customer paramount --
recognizing that an information system producing data on

nonresponse and its components is mutually beneficial.
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One need not assume the points made above are necessarily
pesaimistiec. The underlying theme iz the development of a
fully professional partnership among data collection managers,
agencies that sponsor survey programs, and ultimate customers.
Mutual respect and understanding for each octher’s requirements
(given budget constraints) is essential for improving the
reporting of nonresponse and nonresponse components. The
current theme of "reinventing government" speaks well to the
prospect of improving these professional relaticnships through
its team building and customer orientation emphases.

Finally, we can expect incremental improvements in the
issues discussed here through the continuing work of the
Federal Committee on Statistical Methodoleogy (Gonzalez, 1994)
and the National Science Foundation initiated "Program in
Survey Methodology" offered by the consortium of the
University of Maryland, University of Michigan, and Westat.
Both programs are dedicated to the improvement of the guality
of Federal survey data. Through these efforts and the
individuals inveolved in Federal data collection programs,
progress will be made.

Most of this paper looks inward at the federal
statistical system. Obviously, wmuch can be learned by
examining private sector experiences and through international
comparisons. The companion paper at this session by David
Binder and his colleagues from Statistics Canada is an example
of what we have in mind. Clearly, too, the Statistics Canada
approach to nonresponse rates is worthy of further study by
those interested in this area (see Statistics Canada, 19932 and
Hidiroglou, Drew, and Gray, 1993)

In the spirit of ‘'reinvention," a systematic
benchmarking apprcach is needed. Some important beginning
efforts that bear mention in this regard include the papers by
Lyberg and Dean (1992) and Christianson and Tortora (1993).
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Figure 6.--Summary of FCSM Recommendations on Survey Nonresponse

Fecommendation 1. Survey staffs should compute response rates in
a uniform fashion over time and document response rate components
on each edition of a survey.

The subcommittes chose not to recommend that every survey use the
same response rate computations. Other groups have recommended
such uniformity (see CASRO, 1982). In the Subcommittee’s view,
every definicion of response rate components offers some useful
information. Some response rate definitions inform the designers
about the rate of success of measurement of the average sample
unit; others focus on different causes of nonresponse. 0One can
distinguish between measures useful as management tocls and
measures that should be reported to data users so that they can
assess the quality of the survey data.

Eecommendation 2. Survey staffs for repeated surveys should
monitor response rate components (e.g., refusals, not-at-homes,
out-of-scopes, address not locatable, postmaster returns, etc.)
over time, in conjunction with routine documentation of cost and
design changes.

The Subcommittee believes that response rate components are
useful toels to monitor changes in the quality of survey
statistics. Response rates should be easily accessible and
timely. By themselwves, they are not error measures; however, for
repeated surveys, changes in response rate components may signal
the need for supplementary study of nonresponse error properties.
Such changes can alert the survey designers to changes in the
"survey-taking climate® that affect completion of measurement,
point to changes in the administrative contrels over response
rates that may need adjustment, and help measure the effects of
any design changes made.

For ongoing surveys, graphs of time series of response rate
components, juxtaposed with costs for each collection cycle, and
indicators of design changes introduced in that cycle, can be
valuable management tools. Survey managers need better toocls to
diagnose the causes of cost changes in data collectiocn
activities. Falling response rates, especially those associated
with cases requiring much effort prior to the ultimate
nonresponse, magnify cost pressures on surveys. The
subcommittee’s study did not collect data on survey costs,
because comparable cost information across surveys was not
beliaved to be availabla.

Eecommendation 3. Agencies that sponsor surveys should be
empowered to report the response rates of their surveys. The
sponsoring agency should explain how response rates are computed
for each survey it sponsors. Response rates for any one survey
should be reported using the same measures over time, so that
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users may compare the response rates. Response rate components
ehould alsoc be published in survey reports.

An agency that sponsors surveys should compute and explain in its
survey publications the response rates for each of the surveys it
sponsors. Surveys sponsored over time should report the same
measure of response for all data collection periods so that users
can compare these measures over time. The actual method used to
compute response rates should be described in all publications
issued.

The results of recommendations 1 and 2 should be shared routinely
with the users of survey data, along with discussions of the
relevance of response rates to evaluating the quality of the
survey data. An analysis of the characteristics of the
nonrespondents should be implemented routinely as part of each
cycle of data collection.

Recommendation 4. Some research on nonresponse can have real
payoffs. It should be encouraged by survey administrators as a
way to improve the effectiveness of data collection operations.
The Subcommittee believes that areas of research most likely to
yield payoffs include:

L Studies of the relative costs of final efforts to raise
response rates, through persuasion, repeated callbacks, and
other measures. When these costs are compared to number of
cases added to the respondent pool, the relative cost per
case can be computed. Studies of the effects of these final
cases can be made in an effort to assess the cost
effectiveness in terms of mean square error of the final
efforts.

- Studies of the measurement error propertles of informacion
provided by the reluctant respondent cases, relative to the
nonresponse hias in statistics that would omit them from
computations. This would address a key guestion in survey
design: When data collectors exert great effort to persuade
the reluctant to respond, is one type of error, nonrespcnse,
merely exchanged for another type, measurement errcr?
Perhaps, those persuaded to regpond may exert less effort at
providing accurate data?

. Studies on what variables should be collected to improve
post-survey adjustment for unit nonresponse (zee Madow et
al, 1983: Recommendation 10(2)). When cbservable or inferred

characteristics of nonrespondent units are related to the
survey variables and to the likelihood of participation,
then collecting and using these wvariables in post-survey
adjustment models might be a cost effective method of
reducing overall mean sguare errors.
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MODEL-BASED REWEIGHTING FOR NONRESPONSE ADJUSTMENT
David A. Binder, Sylvie Michaud and Claude Poirier
Statistics Canada, Ottawa, Ontario, Canada EK1lA 0T6

ABETRACT

Nonresponse in surveys is inevitable. Much has appeared in the
literature on methods of compensating for this source of
nonsampling error. There is a growing interest in attempting to
understand the causes of nonresponse and studying the differences
in characteristics between respondents and nonrespondents. In this
paper, we briefly review some related literature, discuss modelling
approaches for adjusting for nonresponse and present the research
findings for two surveys conducted at Statistics Canada. In both
the Survey on Labour Income Dynamics and the Farm Financial Survey,
we examine differences in characteristics between respondents and
nonrespondents and the suitability of adopting a modelling approach
for compensating for nonresponse.

KEY WORDS: Ceneralized regression estimators; Logistic regression;
Response propensity.

1. INTRODUCTION

In wvirtually every survey, no matter how ecarefully it is
designed, we must accept the fact that some data will be missing.
Other than data that is missing by design, such as data from
nonsampled units, data can be missing for many reasons; for
example, non-contact with the respondent, refusals, late reporting,
collection and processing errors, data deletion due to edit

failure, undercoverage, etc.
Some measures must be taken to deal with such nonresponse.

over the years, a host of techniques has been developed. The
actual choice of technique should depend on a number of factors.
These include the method of estimation to be used, the amocunt of
information about the nonrespondents that is available, the extent
of other sources of error such as sampling error and response
error, the relative importance of the variables to be estimated,
the resources available for exploring the problem, the nature of
the analyses to be performed and the statistical inferences to be
made from the survey, ete. )

However, even with all of these criteria, there must
necessarily be some subjective Jjudgments on the nature of the
nonresponse. As we shall see, many of the methods for coping with
nonresponse make use of models, either explicitly or implicitly.
Even the most ardent advocates of the pure design-based school will
resort to some model assumptions when it comes to adjusting for
nonrespense. This presente a new set of problems associated with
the statistical inferences, since the randomization distributions
on which the inferences are based are no longer purely design-
based, unless the nonresponse mechanism can be considered to be
part of that design.

In this paper, we shall focus on the implications of the
estimation method to be used and the amount of information about
the nonrespondents that is available. It will be assumed that the
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prime focus of the survey is to obtain estimates of descriptive
statistics, such as means, totals, differences and ratios. Often
nonresponse is broadly categorized into unit-level nonresponse and
item-level nonresponse. This categorization is often extended, in
the case of longitudinal or follow-up surveys, to wave-level
nonresponse, where wave nonresponse is usually unit nonresponse on
a particular survey cccasion. In fact, it is for the case of wave
nonresponse where we have the richest source of data for the
nonrespondents who reported in previous waves.

Unit nonresponse is usually defined as cases where only the
frame information is available for the respondents. In practice,
this definition is extended to other cases where there is
insufficient usable data from the respondents. The usual method
for dealing with unit nonresponse is to use an "appropriate®
weighting procedure to compensate for the nonresponse. (We define
weighting procedures here broadly to include weight adjustments
implied by regression, ratio or similar estimation techniques using
auxiliary data.)

On the other hand, item nonresponse is handled either through
imputation at the item level, or by ignoring the usable information
and treating the respondent like unit-level nonrespondents. For
wave-level nonresponse to longitudinal surveys, either reweighting
or item imputation may be'suitable. In this paper, we focus on the
methods that use welghting technigues.

In Section 2, we discuss the basic theory underlying many of
the adjustment methods and give a brief literature review. In
Secticns 3 and 4, we give examples of two surveys at Statisties
Canada where some of these models have been studied recently. We
summarize cur findings in Section 5.

2. SBOME GENERALITIES

2.1 Estimation

In general, we are interested in means, totals, ratios, etc.

of survey variables, We denote the value of the i-th survey
variable for the k-th respondent as yg. In cases where the
occasion, t, is relevant, we can use y,. instead. A sample is
selected according to some well-defined sampling plan. The

sampling plan is usually based on frame information such as
geography, and other classification and size variables. We use s
to refer to the selected sample. Unfortunately, in practice, after
the k-th respondent is selected, a number of things can go wrong in
the process of cbtaining and recording the y-values. Some of these
are in the general category of response errors, where we obtain
data, but they are not the y-values we were seeking. In this
paper, we ignore these types of errors, except to point ocut that if
these errors lead to large biases, the resources for nonresponse
concerns may need to be trimmed in order to address the larger
problem. The problem that we are addressing here is the case where

the y-values are uncbtainable. We dencte by s'c s the set of units
for which we obtain usable y-values. (The subscript t is implied,
where appropriate, for longitudinal surveys.)
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First, we describe the estimators in the case of no
nonresponse. Associated with each sampled unit, k, we have a
survey weight given by

we(s) = gp(8) ng,

where =, is Pr(kes), the usual first-order inclusion probability,
and g;(s) is a weight adjustment that makes use of auxiliary frame
data, such as poststratification, regression and ratio adjustments,
etc.: see, for example, Sarndal, Swensson, and Wretman {1892). We
assume that the estimator of a total for a y-variable on the t-th
occasion is given by

fit o E Wi lS,) Viges (2.1)

k€s,

Note that this estimator could be made more general, if necessary,
to allow for composite estimators and multiphase samples which can
depend on y-values that are observed on other occasions, but we do
not introduce this complexity here. sufficient conditions for
(2.1) to be asymptotically design consistent are:
1) the probability distribution of s depends only on
the auxillary data but not directly on the y-values

for the current occasion, (2.2.1)
2) the limiting expectation of g,(s) is unity, (2.2.2)
3) the variance of ? is asymptotically zero. (2.2.3)

We now consider the implications of nonresponse. Formally we
assume that, given the sample, s, the set of responding units, st
follow a probability distribution p(s’|s) . This is completely
general, allowing for correlated response patterns. It also allows
for the classical case, where it is assumed that the response
behaviour is nonrandom and is an inherent attribute of the selected
respondents, just like the survey variables. We now consider
methods of nonresponse adjustment which we refer to as generalized
reweighting methods. Associated with each respending unit, k, we
have an adjusted weight given by

wi(s’, 8) = gi(s’, 8) w(s),

where gi{Sﬂ s) is a weight adjustment that makes use of auxiliary
frame data, as well as other information that may be available for
the nonresponding units. This allows the weight adjustment to
depend on survey values that were observed on previous occasions
frem a longitudinal survey. We assume that the estimator of a
total for a y-variable on the t-th occasion is given by

GR ! !
fﬁt} = E: W}[E:rsgjiﬁkr- (2.3)
keEl
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We let p,(s) be Pr(kes’|s). In addition to (2.2.1) to (2.2.3)
above, sufficient conditions for (2.3) to be asymptotically
consistent with respect to the original design and the response
probabilities are:

1) the probability distribution of s’ given s depends

only on the auxiliary data and the survey data from
previous occasions, but net directly on the V-

values for the current occasion, (2.4.71)
2) the limiting expectation of gils!, 8) is
(EPel ], (2.4.2)
3) the variance of ?'°® is asymptotically zero. (2.4.3)
If (2.4.2) is violated, then the expectation of #'*® is
Y Elgk(s’, s)]|Epy(8) |¥e- (2.4.4)

The form of this bias is important, because if one were to impose
model assumptions on the y-variables, it is possible that the
model-bias becomes =small. Illowever, for these whe wish to make the
fewest model assumptions, it is clear that one should restrict
attention to adjustment methods which yield condition (2.4.2) as
claosely as possible. This implie=s that the weight adjustment
should reflect the propensity to respond as nearly as possible. Of
course, the probability mechanism generating these response
probabilities are generally unknown, so the weight adjustment must
necessarily be model-based.

Another important feature of (2.4.2) is that if there are some
"hard-core" nonrespondents -- that is, units where p,=0 =-- there
would be no consistent estimates.

2.2 Examples from the Literature

The most basic form of reweighting for nonresponse that may
lead to acceptable results is to simply use g,(s’) instead ofg,(s)
in {2.1). This implies that

gi(s’, s) =g, (8') /g, (s) .

This was suggested by Bethlehem (1988) for the case of the
generalized regression estimators. In this case we have that the

bias of the estimator is Xp*-¥, where P* is the expected value of
the estimated r-weighted regression coefficient with no nonresponse
adjustment. We see then that even though this estimator is
generally hiased, if the regression model is reasonahle, the bhias
can be small.

Ch and Scheuren (1983) discussed weighting class adjustment
methods, which is a poststratified estimator using weighting
classes as poststrata. We see that this is consistent under the
assumption that the response propensities are egqual within
weighting classes. In practice, this technique is in widespread
use; see, for example Chapman, Bailey, and Kasprzyk (1986). It was

648




extended to generalized regression estimators by Sarndal and
Swensson (1987).

one of the difficulties with weighting class adjustment
methods is that there may be too many weighting classes to contrel.
Binder and Theberge (1988) showed that with a multiplicative model
for response propensities, raking ratio estimators will yield

unbiased estimate=z. This is consistent with (2.4.2). More complaw
weighting schemes are proposed by Alexander (1987) and Deville,
Sarndal, and Sautory (1993). These could be justified under

various model assumptions for the response propensities.

Many authors have proposed the use of logistic regression
models to explain the nonresponse mechanism. This is a commonly
used model for binary dependent variables. Examples of this can be
found in Ekholm and Laaksonen (1991), Folsom (1991), and Lepkowski,
Graham, and Kasprzyk (1983%). In the latter paper, the logistic
regression model is compared to weighting class adjustment methods,
where the weighting classes are determined through some data
analytic searching methods.

In Iannacchione, Milne, and Folsom (1991), after weights are
included to reflect the estimated propensity to respond, the
weights are fine=tuned so that certain estimates correspond to the
estimate obtainable with the nonrespondents included. This is
possible for wave nonresponse where certain estimates can be made
Ior a previous wave using either the previcus wave respondents or
the current wave respondents. This technigque should generally
improve the estimates. The differences in the estimates can also
be used as an diagnostic toocl for the model.

Judkins and Lo (1993) and Eltinge and Yansaneh (1993) used
logistic regression to model the nonresponse propensities, but then
created weighting classes based on the fitted walues and used
weighting class adjustment methods to reweight. One of the
drawbacks of the weighting class adjustment methods is that the
appropriate weighting classes are not always cbvious, so that such
data modelling is used to help define the classes. It is expected
that this method should yield results that are similar to the
weights based on the logistic regression. However, if the logistic
model is correct, the method will tend to introduce a small bias
since (2.4.2) will be violated. In practice, though, the logistic
regression model is only an approximation to the true probability
mechanism.

As we can see, reweighting methods have a strong base in the
literature. The theory we have given in Section 2.1 indicates that
the validity of these methods are model-based. Therefore it can be
important to study the characteristics of the nonrespondents to
develop the most suitable model. In Sections 3 and 4, we perform
such studies on each of two surveys. We see that the models help
our understanding of the factors that contribute to nonresponse.

An important side benefit of such studies is to help the
survey manager pinpoint areas for improvement in the data
collection phase.
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3. SURVEYS OF LABOUR AND INCOME DYNAMICS AND
LABOUR MAREET ACTIVITY

3.1 Introduction

Statistics Canada launched a major panel survey of households
in 1994 called the Survey of Labour and Income Dynamics (SLID).
The survey follows individuals and families for six years,
collecting infermation on their labour market experiences, income
and family ecircumstances. Its origins are in several surveys,
including the Labour Market Activity Ssurvey (LMAS). The IMAS
served both as a lengitudinal and as a cross-sectional survey. Two
panels have been conducted to date, a two-year panel during 1986-
1987 and a three-year panel during 1988-1930. For each
longitudinal panel, respondents who participated in the first wave
were interviewed and traced. All perscns living with them in the
following waves were also interviewed but not traced. Different
studies are currently being conducted on nonresponse to the LMAS in
hopes of finding apprcocaches that will minimize the impact of
nonresponse on the SLID data. Here we discuss our study on model-
based reweighting.

Similarly to its predecessor (LMAS), the longitudinal sample
for SLID is selected from the sample of dwellings that participated
in the Labour Force Survey (LFS8) in January 1923. The LFS has a
response rate of 35%. Out of those respondents close to 90% agreed
to participate in SLID. This sub-sample of respondents, comprising
15,000 households, is defined as the longitudinal sample,
representative of the Canadian population as of January 19%3. The
longitudinal sample will be interviewed for six years, with two
interviews carried out each year. Note that a sub-sample of LFS
respondents who had refused to participate to SLID has been
selected for evaluation purposes. If they respond in subsegquent
years, we may be able to determine how different they are from the
rest of the sample. Freliminary analysis could not find systematic
differences in the LFS characteristics between the nonrespondents
and the respondents. More studies will be done by linking the full
sample to administrative files to be able to evaluate if there are
differences in terms of income characteristics.

Attritional nonresponse will be compensated with a weighting
adjustment. Imputation will be used to compensate for some
nonresponse; for example, nonresponse that is non-attritional. The
weighting will include the following steps:

i) caleulation of the initial weight based on the sample design,
ii) nonresponse adjustment,
iii) post-stratification by province, age greoups, and sex to the

1933 population estimates.

The longitudinal panel of ILMAS has been used as the research
vehicle for the nonresponse modelling and weighting adjustments.

3.2 LMAS survey Design and Nonresponse
For the first interview of the panel, IMAS is conducted as a

supplement to the January Labour Force Survey (LFS). All eligible
respondents from the LFS are included in the IMAS sample. In the
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subsequent waves, for the longitudinal Fﬂmpunent. of IMas, all
respondents to the first wave are interviewed in January of the

following year(s). People are traced if they have moved.
LFS uses a multiple stage sample design. A stratum is defined
based on geographic wvariables. At least two distinct PSU's

(primary sampling units) are selected within each stratum. LFS
initial weight= go through a =zeries of adjustment factors at the
stratum level to produce a sub-weight. This sub-weight is then
adjusted to population estimates by province/age-group/sex groups,
plus an adjustment by Economic Region and Census Metropolitan Area,
to produce a final weight. More details may be found in Singh,
Drew, Gambino, and Mayda (1990).

For the IMAS longitudinal sample, nonresponse adjustment is
done at the stratum- component level, corresponding to a PSU or a
group of PSU's, as defined for the LFS. A poststratification is
then done to adjust the nonresponse adjusted weights to population
estimates at the province/age-group/sex level.

When the IMAS file was evaluated, it was found that

nonresponse was gquite different among certain groups:

- movers, including pecple that could not be traced, had a
nonresponse rate of close to 20% while nonresponse for
non-movers was about 2%. This was by far the

characteristic that presented the most differences,
= based on characteristics from wWave 1, persons that were
employed in Wave 1 had higher response rates after three
years than those who were unemployed in Wave 1,
= seimilarly, persons that were married in Wave 1 had higher
response rates in Year 3, compared to those who were
single in Year 1,
- persons who lived in non=-urban areas in Year 1 had higher
response rates after three years.
The different characteristics between respondents and
nonrespondents suggested that nonresponse adjustments should be
done at some level different than stratum-component. Logistic
regression was used to model the nonresponse behaviour. The
multiple logistic response function is
logit(p) = log[p/(1-p)] = P'x,
where p is the probability of response to the 1987 survey for a
1986 survey respondent, B is the column vector of regression
parameters, and x¥ is the vector of independent variables.

3.3 Modelling the Response Probabilities

The dataset for the 1986/87 panel of LMAS consisted of 66,817
individuals, of which 3,385 (5%) were nonrespondents to the 1987
interview. Demographic variables that were likely to be related to
nonresponse were chosen from the 1986 ILMAS master file as possible
independent wvariables for the model.

The variables examined for inclusion in the nonresponse model
were:

Province at 1986 interview
Urban/Rural area indicator at 1986 interview
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Household size at 1986 interview
Type of dwelling (house; other) at 1986 interview
Status of dwelling (owned; rented) at 1986 interview

Sex

Age at 1986 interview

Marital status at 1986 interview

School attendance (full time; part time; none) in 1986
Highest level of education at 1986 interview

Any employment in 1586

Any unemployment in 1986

Any out-of-labour-force in 1986

Humber of jocbs in 1986

any short tenure jobs (< 2 years) held in 1986

Any long tenure jobs (2 years or more) held in 1986
Any absences from work in 19886

Industry ef jeb(s) in 1986

Average weekly income (over all jobs) in 1986

Received any unemployment insurance in 198&

Received any welfare in 1986

Moved (changed address between 1986 interview and 1587

interview)
All the categorical wvariables were converted to groups of
dichotomous variables. The differences between respondents and

nonrespondents with respect to the independent wvariables were
analyzed. The correlations between all pairs of these variables
were examined to find any potential multicollinearity.

First, a stepwise linear regression procedure was used to
identify potentially useful variables for the modelling. This
reduction in the cheoice of variables resulted in fewer variables to
be entered inte the legistic procedures saving considerable
computer resources. The variables given in the STEPWISE procedure
were entered into the SAS procedure PROC LOGISTIC with the BACEWARD
and FAST options. These options allowed ILOGISTIC to use an
approximate backward elimination methed to eliminate nonsignificant
variables. Different logistic regression models were fitted to the
full dataset using combinations of the most significant wvariables
identified from the sample file. A consideration in choosing the
model was the number of variables. It was desired tc have a model
with a small number of variables so that utilizing the model would

be simple.
The model is used to make adjustments to the weights of the
respondents in the second year (1987). For this model, the

dependent wvariable was total nonresponse, and the independent
varlables were characteristics cobserved the previous year (1986)
plus the current year's information (1987) on whether or not the
person moved.

The BACKWARD option of PROC LOGISTIC was used with the sample
file to identify eight wvariables related to nonrespocnse.

Male (MALE)
Single (SINGLE)
Rented dwelling {RENT)
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Any employment (ANYEMP)

Highest educaticn=secondary {EDUCSEC)
Moved since 13986 interview (MOVED)
Household size, to a maximum of 8 (HHS)
Age (AGE)

Bafore fitting the models on the full dataset, the two
continuous variables (household size and age) were examined for
linearity on the legit scale. BAs with the prediction model, the
age wvariable was replaced by two dichotomous wariables for age:
AGEl for persons aged 25-54, AGE2 for persons aged 55-69 - the
survey was conducted for persons aged 16-69% - and a transformation
was applied to household size (HHSTRANS=|HHS-4.5]).

Four models were fitted to the full dataset: (1) using all
eight wvariables; (2) using all except RENT; (3) using all except
EDUCSEC;: (4) using all except EDUCSEC and AGE. Although all eight
variables were gignificant using the sample file, when the modals
were fitted to the full data file, certain ones no longer appeared
important. However, it was decided to retain them in the models
anyway. The statistics for evaluating the fit of the models
indicated few differences between the four models. The Pearson
residuals were plotted against the fitted values and the residual
plots were examined. The residuals from Model (3) indicated a
slightly better fit with fewer extreme values. Again using the
sample file, the data were examined for the presence of two-way
interactions between the variables in the model. Two sets of
interactions were added to the model: the (AGEl AGEZ2) *HHSTRANS and
(AGE1l AGE2)*SINGLE. A summary of the fitted values for this model
is given below. Note that the age and single variables as well as
their interactions are not statistically significant.
Nevertheless, when a model was fitted with these variables removed,
it was found that there were more extreme values in the residuals.
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Table 1

Parameter Estimates for Weighting Final Model.

Variable B 5.8, o2
INTERCEPT | -3.81 0.14 702.59
HHSTERANS (.13 0.06 4.97

MALE | 025 0.04 41.98
RENT | 023 0.04 29.14

SINGLE | 011 0.16 0.43

MOVED 2.31 0.04 3065.95

AGE1l | -0.15 | 017 0.75

AGE2 | -0.19| 0.15 1.65
AGEI*HHSTRANS | 0.02 | 0.07 0.07
AGE2*HHSTRANS | 0.05| 0.06 0.55
AGEI*SINGLE | 013 | 0.18 0.52
AGE2*SINGLE | 011 | 0.17 0.40

Using the estimated parameters from the final model, predicted
probabilities of nonresponse were calculated for all respondents to
the 1987 interview and a nonresponse adjustment was made. Finally,
a poststratification adjustment to population control totals at the
province-sex-agegroup level, yielded the 1987 final weight.

3.4 Evaluation of the Weights

If the nonresponse welighting adjustment is adecquate, there
should be no difference in estimates obtained from the 1986
respondents and estimates cobtained from the 1987 respondents when
tabulating on 1986 characteristics. A number of demographic and
labour-related characteristics were evaluated. Estimates were
calculated using the 1986 weights, the 1987 model-adjusted weights,
and the 1987 regqular weights, including a ratio-adjustment at low
geographic levels for nonresponse adjustment. For each
characteristic a 95% confidence interval was calculated for the
estimate based on the 1986 weights. The two 1987 estimates were
compared for differences to the 1986 estimates as well as
differences to each cther. Tables 2 and 3 below show socme of the
results. Table 3 incorporates the poststratification adjustment,
which, in general, improves the estimates.
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Table 2
comparison of the estimates with +the two non-response
adjustments, before the past»stratificatian,'tahulated on 1986
characteristics.
= — — ;ﬂﬁl
1986 95% c.i. for | 1987 1987
estimate | 1986 model- regular
estimate based estimate
estimate
rit atu
Married 64.6% (64.1,65.1) 65.1% 65.7%
Single 26.7% (26.3,27.0) 26.3% 25.7% ||
Widowed 3.1% (2.9,3.3) 3.0% 3.0%
Divarced 5.7% (5.4,6.0) 5.6% 5.5%
t cati
Grade 0-8 14.7% (14.2,15.2) 14.650 14.69
Secondary 503% (49.7,50.9) 50.0% 50.0%
Some Post-Secondary 10.1% (9.8,10.4) 10.2% 10.1%
Post-Sec. Cert./Dip. 12.9% (12.5,13.3) 13.1% 13.1%
University Degree 12.0% (11.6,12.4) 12.2% 12.2%
Wee loved in
) weeks 22.8%% (22.4,23.2) 22.6% 225% |
1-26 weeks 12.09% (11.7,12.3) 11.7% 11.6%
27-48 weeks 12.2% (11.9,12.5) 12.1% 12.0%
49-52 weeks 53.0% | (524536) | 53.6% | 540%
—= —— — ==

of all the characteristics compared, only ©
was outside the 1986 confidence interval:
using the regular weighting.

weeks emplo

one pattern was clear, however.

ne 1987 estimate
yed=49-52

The

estimates using the model-based weights were consistently closer to

the 1986 estimates
weighting.

than
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4. FARM FINANCIAL SURVEY

4.1 Introduction

The Farm Financial Survey (FFS) has been a reqular
agricultural survey eince 1980. The cbjective of the survey is to
gather financial information on Canadian farmers. The survey
collects information on revenues, expenses, ascets and liabilities.
crop and livestock information are also collected to measure
physical characteristics of the farms. Due to the collection of
censitive data, a low response rate has always been ocbserved for
the survey. A study was initiated on the 1992 survey data to
jdentify the causes of nonresponse and possible solutions to reduce
its impacts on the estimates.

The population of interest consists of all Canadian farms
active for +the reference Yyear, excluding the multi-holding
companies, the institutional farms, the community pastures, the
farms on Indian Reserves and the farms with less than $2,000 in
cales. The survey population is represented by a list frame and an
area frame. The 1992 list frame was a register of all of the 1986
Census farms without the farms defined by the above exclusion
rules. The list frame was stratified within each province by farm
type and by farm size. The farm size was defined by the total farm
assets derived on the Census.

The area frame was used to compensate for the undercoverage
due to the Census itself or caused by new farms which setarted their
activities since 1986. Basically, the area frame was a list of
land segments outlined on topographic maps. Stratified replicates
of segments were selected from the area frame. 211l farmers
operating some land in the sampled segments were enumerated, and a
register was created. There were 1,153 area frame farms that did
not appear on the list frame. They were all contacted for the FFS
as for other agricultural surveys. 1In additien to the area frame
farms, a stratified sample was selected from the list frame to
obtain a overall sample of about 12,000 farms. See Britney and
Poirier (1992) for more details on the 1992 FFS sample design.

Domain estimation within each stratum was performed to obtain
estimates of level from both the list and area samples. The simple
expansion estimator was used on the 1992 list sample. The initial
weighting was done by stratum using the population size over the
observed sample size, so that a nonresponse adjustment is made at
the stratum level. For the area frame, the estimation was done
separately by replicate. For a given replicate, the data wera
aggregated at the segment level by applying to the farm data,
factors corresponding to the proportion of the farms within the
segment. Then, the segment totals received expancsion weights (7)
to represent the population. When nonresponse occurred for an area
farm, the respondents within the same segment were reweighted on an
area basis to compensate the farm land for which data were
unavailable. For both the 1list and area units, partial
nonresponses were donor imputed and used the same way the regular
respondent were. Details are given by Maranda (1989).

The nonresponse cbserved in the 1992 Farm Financial Survey was
relatively important. The FFS questionnaire was relatively long
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with many sensitive guestions related to the financial balance
sheet. The resulting total unit-level refusal rate of about 15%
across the country was the highest of our agricultural surveys. In
addition to the total refusals, the no-contacts represented another
5% of the sample. Some provinces presented higher nonresponse rate
than others. In Saskatchewan, data were unavailable for almost 30%
of the sampled farms. Table 4 shows the nonresponse distribution

across the country.

Tabhle 4

1992 Nonresponse Distribution

Province Sample Total No-
Size Refusal Contact "
Newfoundland 211 - 20 16
PEL 528 64 14
Nova Scotia 668 74 11
New Brunswick 537 48 18
Quebec 1311 124 51
Ontario 1513 250 84
Manitoba 1756 321 109
Saskatchewan 1880 424 126
Alberta 1868 312 109
B.C. 1448 175 138
Total 11720 1812 676,

4.2 Nonresponse Models

A part of our study was first to identify the causes of
nenresponse. This could help taking decisions related to the
collection methods to increase the response rate. It also allowed
the identification of factors that may be considered in any
nonresponse reweighting models. Since, the no-contacts and the
refusals were possibly caused by different factors, they were kept
separate in all of the hypotheses we made. The potential causes
that were studied on the 1992 FFS data are:

1 - The frame origin: This corresponded to whether or not
the rarm was selected from the list frame. Since the
area frame farms were conceptually missed by the Census,
they probably showed characteristics that trend to
generate nonresponse. Also, since the area sample is
being used by many agricultural surveys, the area frame
farms might refuse because of their response burden.

2 = The farm size: The capability or the will to respond
could depend on the farm organisation and on its size.
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The size was evaluated using the farm assets and sales
cbtained from the 1986 Census of Agriculture. This size
was available only for the list units.

3 - Geography: The geographic lecation aimed to identify the
interviewer effect and the impact of farmer associations
which could boycott government surveys because they were
not benefited by their programs. Census divisions were
used to verify this hypothesis.

4 - Farm type: The farmer's availability depends on the type
of his farm. Seven categories of farm type were used to
differentiate the farms.

5 - Response burden: Because the large number of
agricultural surveys held in a short pericd of time, the
response burden became important for some farmers. The
overlaps with the December Stock Survey and the January
Livestock Survey (JLS) were both studied to verify its
impact on the response rates. These surveys were both
conducted less than two months before the FFS, The
effect of the overlap with the previous FFS, held in
1990, was also investigated.

6 - MAge of cperator: The age of an operator could affect its
will to cooperate, but the data available to verify this
hypotheses were not reliable enough to do any studies.

Tests of independence were conducted to verify if any of the
above factors could affect the response status: 'completed', 'no=-
contact' and 'refusal'. The partial refusals were included with
the completed gquestionnaires. The statistic used to conduct the
independence tests was the weighted Pearson statistic x? with the
Fellegi (1980) correction to take inteo account the design effect.
This test is known toc be conservative.

The farm assets and sales, which were both indicators of the
farm size, were replaced by categorical variables defined using the
estimated quartiles. The census divisions representing the
gecgraphic location were grouped into a maximum of 9 classes within
each province. This ensured a minimum numnber of observations
within each cell of the cross classification with the response
status.

In some cases, where dependence was detected between the
factors and the response status, additional tests were conducted to
identify the nature of the dependence. This was done through
statistical tests on proportions. The most important conclusions
are described here but more details can be found in Poirier (1994).

The independence tests, conducted with a confidence level of
5%, ldentified certain causes of nonresponse. First, within each
province except Ontario, the farm type had a high impact on
nonresponse. Also, the farm size measured in term of assets
affected the response rates in most of the provinces, but no
significant impact was due to the sales variable. The geographic
location and the response burden generated by the previous FFS
survey significatively affected the probability to respond in three
provinces. Finally, the frame origin and the overlap with the
January Livestock Survey or the December Crops Survey seemed to not
affect the response status at all.
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As in Section 3, we modelled the nonrespondent behaviour with
logistic regression modelling using the SAS procedure LOGISTIC. We
performed the analysis separately by province. Using frame origin
as an independent variable, the results confirmed the previous
conclusions of no frame effect. Since some variables were not
available for the area sample and since the frame origin did not
seem to affect the response, the remaining analyses were performed
only on the 1list units, which represented more than 90% of the
whole sample. In the rest on this paper, the results applied for
the list units only.

For the purposes of this study, the following variables were
included in the model:

i) Assets (1 if assets are smaller than the
median, 0 otherwise),

ii) Sales (1 if sales are smaller than the median, 0
otherwise),

iii) Type . (1 if in the i* farm type, 0 otherwise),

iv) Area; (1 if in the i* geographic area, 0
otherwise),

v) FFS (1 if in the 1990 FFS sample, 0 ctherwise),

vi) JLS (1 if in the 1992 JLS sample, 0 ctherwise),

The farm types are (1) crop farms, (2) dairy farms, (3) cattle
farms, (4) hog farms, (5) poultry farms, (6) sheep farms, and (9)
unknown type of tarm.

The variables that were found more significant by the BACKWARD
option within the provinces were kept in the model. The most
commonly selected variables were the farm types and the FFS
variables. Table 5 shows the resulting estimated parameters
corresponding to the variables kept in the model. It also provides
the attached %* values.
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Table S

Nonresponse Logistic Parameters with their y? Values

Frow. Intercept FFE Assets Typed TypeS Type6 Type? Areal Area? Aread AreaS Argaf Areal
NFLD B 1.37 1.05 , - =1.78
b'd 3r.23 5.75 6.76
PEI B 1.75
¥ 204.18
KS B 1.93
¥ 275.05
B B 1.65 0.71
x 88.87 E.79
QUE B 2.05 : ; 4 -0.58 : . . -0.45
¥ 352 .98 5.11 4.03
ONT o} Q.93 0.53 i.o7
x 71.00 14.18 4.09
HAN B 0.54 0.44 ; " -0.45 H =1.16 Q.53
¥ 113.35 13.34 4.21 J3.50 14.05
SASK B 0.594 0.5 0.31 -2.40 g : . ; -0.61 -0.32
¥ 78.44 18.67 65.85 134.31 12.20 &£.22
ALE B 1.04 0.68 0.26 -0.33 3 . -1.12
X 7525 30.12 4.30 G5.51 40.48
BC B 0.58 . ; . . . . 0.9 0B ©0.47 0.43
¥ 74.82 15.29 21.01 5.85 5.13
- -— — — = =

Variables that were not significant for any of the provinces
have been removed from this table. From the %? results, it appears
that the FFS overlap and the farm Type7 (representing the sheep
farms) have the most important impacts on nonresponse. The
positive FFS parameters mean that farms overlapping the previous
FFS tended to have higher response rates, whereas the negative
sheep farm parameters (Type7) imply they tended to respond less
ocften.

Weighted regressions were also fitted to the data using the
WEIGHT statement of the LOGISTIC procedure. The weighting variable
was defined at the stratum level as the design weight adjusted to
the overall sample size. Stratum level adjustments were not
performed. The resulting estimated parameters were very close to
the first set of estimates which, as we explained in Section 3, is
highly desirable.

4.3 Evaluation of the Weights
To evaluate the nonresponse adjustment, the 1992 frame values

representing farm assets were estimated from the sample. Assets
levels were estimated for each province with the corresponding
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coefficient of variation (CV), including the nonresponding units.
Then, estimates based only on respondents were produced, using the
original weight, adjusted for nonresponse at the stratum level
only. By comparing both set of estimates we could derive the
nonresponse bias introduced by the current method. Finally,
regression adjusted estimates were produced from the above logistic

model .
1f we denote by ¥, and CV, estimated level and coefficient of

variation, respectively, from the full sample, and ?md the

corresponding adjusted estimates based only on respondents, we can
estimate the bias associated with the adjustment model. In Table

& we show the results.

Table &

Comparison of the Adjustment Models for 1992 Frame Value of Farm
Acsets

Stratum Adjusted Logistic Adjusted Weight
Prow. Ya cv, (%) Weighl

BIAS (%) BIAS {X]
NFLD 7.7 EOT £.91 2.34 1.80
PE! 6.7 E08 f.76 -0.35 0.13
] 7.9 E08 0.68 -1.15 =0.27
KH 6.1 Eda 0.82 -0.18 0.45
QUE &.5 Em 0.53 -0.28 =0.04
ONT 2.1 Ela 0.56 -1.16 =0.85
MAN 8.0 E09 0.57 0.21 0.45
RASKE 2.7 Eln n.&2 =040 =0 RS
ALB 2.7 EID 0.57 0.53 -0.12
BC 5.& E09 0.g2 -2.32 -2.24 "
TOTAL 1.0 Ell 0.E5 =0.33 =0.54

We see that the logistic adjusted weight generally performs
better, but not consistently so. In fact the bias increases for
NB, MAN, SASK, and the Total. To improve the meodel, inclusion of
some interaction factors like size and farm type, or size and
geography was tried but they were rarely kept in the model and when
they were, the resulting effects were small and their impact was
negligible.

4.4 Conclusion

The selected model did not consistently provide the expected
bias adjustment. This may be caused by a low number of factors
included in the model or by the fact that significant factors were
used in the frame stratification. Future work might include
looking for more interactions using the Autcmated Interaction
Detection method used in Section 3. Also, now that the 1993 data
are available, the study could be extended.
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5. BUMMARY

Nonresponse adjustment through reweighting is now in common
use. We have shown that the success of this technique generally
depends on having available wvariables that can be used as good
predictors of the nonresponse behaviour. Having such variables,
varions modals can be used to adjust the estimates based on the
predicted response propensities. This seems to be the best general
approach. Other approaches include using estimation methods such
as regression estimators to compensate for the deficiencies of the
sample. We have seen that if the regression models are wvalid, the
nonresponse bias vanishes.

We have concentrated here on asymptotic biases. However,
there are still many unresolved issues for estimation of variances
and construction of confidence intervals. As well, we have not
properly addressed the issue of whether or not to use the sampling
weights when fitting the nonresponse models. In our examples, the
weighted and unweighted versions of the estimated response models
gave similar results. This is highly desirable since it confirms
the wvalidity of the model.

Nonresponse problems will not go away. A better understanding
of the response mechanisms will lead to better survey practices in
the long run.
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NONRESPONSE DISCUSSION

J. Michael Brick
Westat, Inc.

I would like to thank the authors of both papers for presenting insights on very different
aspects of the nonresponse problem. The first paper, “Exploring Nonresponse in U.S. Federal
Surveys” by Gonzalez, Kasprzyk, and Scheuren, reports on the activities of a Subcommittee on
Nonresponse for the Federal Committee on Statistical Methodology (FCSM). The main focus of
this paper is on trends in response rates for federal surveys over the last 10 years. The second
paper, “Model-based Reweighting for Nonresponse Adjustment” by Binder, Michaud and Poirier,
Teports on research in a particular approach to reduce the bias due to nonresponse.

In “Exploring Nonresponse in U.S. Federal Surve vs,” the authors describe recent
investigations of the levels of response rates and trends in nonresponse and refusal rates in federal
surveys conducted from 1982-1991. The other parts of the mission of the subcommittee include
reporting on correlates of response rates and other related matters,. We look forward to reports on
those activities later this summer.

The findings on trends in nonresponse rates are especially welcome. In general, these data
show that there has been no increase in nonresponse or refusal rates over the last decade. This
finding contradicts the conventional wisdom that nonresponse rates, and refusal rates in particular,
have been rising due to the increases in the burden on respondents. It clearly shows that it is risky
to make general conclusions about this type of phenomenon based on limited data.

Given that response rates seem to be fairly stable over the last decade, the question still
remains about the value of judging the quality of survey data over time from this type of data.
After all, we are really interested in the quality of the data, not the response rates themselves.
However, response rates are the only measure of quality typically produced from surveys. While
having something that is measurable is uscful, response rates are frequently not very informative of
the quality of the data.

Using what Deming ealls the “modern” approach to quality control, it is important o
recognize that the response rates are really a product characteristic of a survey. Survey
methodologists, on the other hand, must concentrate on the process of collecting data. The danger
is that examining product variables alone can mask the process related to the quality of the data.
For example, if the population surveyed changes so that a group that has generally high response
rates is now sampled, then we might expect the response rates to increase. Thus, response rates
might change even if respondents willingness to participate remained the same. Similarly,
unweighted response rates may be affected by changes in the sample design, such as changes in
the sampling rates for different segments of the population.

For survey methodologists, the process must be the most important part of their job. They
are responsible for producing survey data of the highest possible quality within the constraints of
the survey. In many ways, this paper only peripherally addresses this set of core users, becanse it
does not discuss the process itself. To do this requires more process data, much of which is not
comparable across surveys.

The focus on response rates is also limited for other reasons. The important relationship
between response rates and costs is not explored in this paper. Cost data are crucial, since the cost
of obtaining the same level of response rates may have increased or decreased. Unfortunarely, cost
data are extremely difficult to obtain and formulate in a manner that is useful for comparison
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purposes. Developing a general method for analyzing cost data remains, in my opinion, one of the
most important unresolved problems in survey research.

As the authors of this paper indicate, improving response rates does not always improve
the quality of the survey estimates. This has been misinterpreted by some researchers to mean that
response rates are not important. They are important and reasonable efforts should be made to
eliminate nonresponse. The real question is related to how much effort should be placed on
improving response rates versus reducing other sources of error in a survey. The answer to this
question is not always clear, but there are guidelines for reasonable practice. In general, the
resources devoted to a source of error (be it sampling or nonsampling) should be proportionate to
the size of that error relative to the sum of sampling and nonsampling errors.

In one of their recommendations, Gonzalez, Kasprzyk, and Scheuren state that research
should be encouraged by survey administrators as a way to improve the effectiveness of data
collection operations. They include a specific recommendation that studies of collecting items to
improve post-survey adjustments should be encouraged. I think this is a very interesting choice
for the recommendation. It supports collecting items rather than exploring new methodologies. 1
applaud this direction. Research on collecting additional items is a sound direction to improve our
ability to decrease nonresponse bias.

The paper by Binder, Michaud and Poirier, “Muodel-based Reweighting for Nomresponse
Adjustment” is very consistent with the recommendations of the FCSM Subcommittee. Since the
type of nonresponse discussed in this paper is not planned, randomization does not apply and a
maxdeling approach must be used to reduce the bias. The authors discuss the results from applying
a specific form of modeling nonresponse for two different surveys.

Their efforts to reduce the bias in the estimates for the Survey of Labour and Income
Dynamics (SLID), closely parallel work done on the U.S. Survey of Income and Program
Participation (SIPP). The Census Bureau sponsored several efforts to examine methods to reduce
attrition bias in the SIPP and many of the papers from these efforts will be presented this summer.
In the SIPF research conducted ar Westar, we used many of the same techniques 1o model the
nonresponse as Binder, Michaud and Poirier, with much the same result.

I would like to make two specific comments on the paper prior to returning to a discussion
of the importance of collecting items for reducing nonresponse bias. The first deals with the use of
the logistic regression model used to predict response propensity. This work, and our own efforts
in the SIPP research, suggest that these types of models are not the most conducive to uncovering
relationships between variables when faced with a large number of potential predictor variables.
Categorical search algorithms seem better equipped at identifying nested relationships that might be
important for reducing nonresponse bias. In this paper, these relationship were uncovered with the
search algorithms and added to the logistic regression model. We have used the output from the
search algorithms to form cells for nonresponse adjustment directly. Both methods seem to work
reasonably well.

The second comment is really a question. The item most related to nonresponse was mover
status. People who moved were far more likely to be nonrespondents. This characteristic has
obvious appeal and conld be of great importance in nonresponse bias reduction. The question is
how nonrespondents were defined as movers or nonmovers based on the data available. In most
surveys, we do not have these data for nonrespondents. I think it would be useful for other survey
methodologists to see how the authors made this classification for SLID.

If an item such as whether or not the person has moved is available, then it can be used to

estimate response propensity. Having items that are good estimators of response propensity is
critical for reducing bias. I have found that different nonresponse adjustment methods, when
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properly applied, often have approximately the same performance. This may happen because
almost all the methods estimate individual response propensities conditional on auxiliary data.
Estimating a response propensity for each unit is very difficult since only one observation is
available (the unit either responded or did not respond). Items related to the likelihood of
responding at the individual level are, therefore, extremely valuable to improve this estimation,

The authors take an approach that seems most sensible. They include as large a number of
items as possible in the model without allowing the adjustments to become so variable as to unduly
increase the variance of the estimates. Since nonresponse bias is a function of the covariance
between the estimate and the response propensity, items related to both should be entertained. As
suggested in this research, the first items included should be those related to response propensity.

If it were possible 1o model these response propensities ]JIﬂCiSﬂ:r?', then the nonresponse bias for all
the estimates would be eliminated. Since the modeling is imperfect, additional items highly related
to key statistics from the survey should also be included, where possible.

While longitudinal surveys and studies in which there are frames with substantial data on
the sampled units may be able to use this method to reduce the bias due to nonresponse, the more
typical situanon may be that faced in the Farm Financial Survey. In this case, the data on the frame
are limited and do not appear to be predictive of either response propensity or the key estimates.
The methods used are not very effective on reducing the nonresponse bias, as might be expected.
If the nonresponse is large enough in a survey of this nature, the reconumendation of the FCSM w
develop a mechanism for collecting items useful for nonresponse adjustment should be seriously
considered. This common situation reinforces the importance of keeping nonresponse to a
ITINITLIm.
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DISCUSSION

Joseph L. Schafer
Pennsylvania State University

1. Comments on "Exploring nonresponse in U.S. Federal Surveys”

This paper by Gonzalez, Kasprzyk, and Scheuren (GKS) is worthwhile
reading. Section 2 gives a mice historical overview of the development of
statistical methods for survey nonresponse. As this section clearly
demonstrates, many of the great strides in the practice of nonresponse
adjustment, and survey sampling in general, have come about as a direct
result of personal interaction between stalis ticians in federal agencies and
in those in academic circles. It is our hope that this type of fruitful
interaction will continue in the years ahead.

In the world of surveys, there are many different types of nonresponse.
Unit nonresponse arises when the entire vector of survey variables for a
sample unit is missing. Item nonresponse arises when individual elements of
the vector are missing. As pointed out in the other paper in this sessien,
panel surveys often suffer from wave nonresponse, which occurs when the
entire vector of survey variables is missing for a unit at a particular
occasion or wave. The GKS paper has introduced a new type of missingness:
nULre5ponSe nonresponse, which occure vwhen members of the federal
statistical community fail to report their nonresponse rates to members of
the FCSM subcommittee. An even worse type of nonresponse NONLresponse 0CCuUrs
when producers of federal surveys do not report basic inf ormation on
nonresponse--such as nonresponse rates and methods of adjustment--to the
users of their data.

It is worthwhile to ask whether nonresponse nonresponse is ignorable, in
the sense defined by Rubin (1987). In the FCSM subcommittee’s study, the
nonresponse nonresponse would be ignorable if the nonresponding
statisticians’ surveys were representative of all federal surveys in terms
of missingness rates, methods of adjustment, etc. Chances are, the
nonresponding statisticians had desks that look like mine--paperwork stacked
up a foot high all around--and they didn’t find the time to return the
questiomnnaire. Or, perhaps they didn’t respond because they hadn’t been
tracking basic information such as nonresponse rates, and compiling the
information would have required an unusual amount of effort. Whether those
characteristics of the nonrespondents are systematically related to the
basic study variables is anyone’s guess. In the common, non-technical sense
of the word, however, this nonresponse to the FCSM subcommittee's study is
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probably mnot ignorable; we shouldn’t ignore it. If members of the
subcommittee found it so difficult to obtain even basic information on
nonresponse from the very people who produce the survey, imagine how hard it
must be for the average data user to do the same thing.

It was astonishing to see that almost half of the establishment surveys in
the study had no tracking at all of the various components of nonresponse. We
hope that in the future, producers of federal surveys will take to heart the
recommendations of this report and devote a little more time and effort to
studying and documenting the levels and causes of nonresponse. At any rate,
it is comforting to learn that the basic perception that many of us had--that
nonresponse rates have been rising over the past few years--may be only a
perception, and the sum tetal of the various nonresponse components may not
have changed very much.

Reading this paper made me think a lot about the future, and what
directions we should take in our research on nonresponse and nonresponse
adjustment. The suggestion near the end of the paper--that data collectors
and statisticians wvork tegether as a team, sharing information in a way that
is mutually beneficial--is especially thought-proveking. If this were done,
it would open up entirely new avenues for developing improved methods of
nonresponse adjustment. As shrinking budgets force us to re-allocate our
resources, it may not be possible to continue to spend so much money chasing
after nonrespondents, trying to get them to hand their data vectors over to
us. It's becoming increasingly likely, for example, that the Census Bureau
will not have the resources in the year 2000 to follow up on every housing
unit that doesn’t mail back its census ferm with a persenal intarview.
Statisticians and data collectors should start to think long and hard about
which nonrespondents they should attempt to follow up, and how persistently
they should attempt to do so. They need to weigh the costs and benefits
invelved in converting refusals and not-at-homes to responses, so that they
may decide whether the money might be better spent elsewhere.

In regard to this point, I would like to make two basic observations. The
first observation is that not all nonrespondents are equally important. In
industrial settings, statisticians have to carefully design their
experiments. Trial runs are typically expensive, and they have to decide
under what values of X they should collect their next value of ¥'. They know
that certain, carefully chosen combinations of Xs will help them to "nail
down'" the quantities of interest much better than cther combinations of Xs,
so they choose their values of X carefully before spending additional money
to collect ancther Y.
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Figure 1: Data after the initial phase of collection

In a survey setting, there is typically an initial phase of data
collection in which every unit in the sample has been contacted once, or at
least an attempt has been made to contact them once. After this initial phase
there will be a pool of nonrespondents, and there will be (a limited amount
of) money to spend on attempts to convert some of them to respondents. Which
nonrespondents should we go after first? To ansver this question, we should
look at their Xs. At this point, the data will resemble the diagram in
Figure 1. Variables available from the sample frame, denoted by X, will
knewn for all sample units. Survey variables, denoted by Y, will be
available for the respondents only. Let us partition Y as ¥V = (Yoi: Yoia)
where Y,;, denotes the values of the survey variables for the respondents, and
Y. the values of the survey variables for the nonrespondents. It should be
possible to build a regress ion model for the distribution of Yy, given i
and then use this model to guess or predict what the values of Ymi will be.
These predictions may then form the basis for ranking the nonrespondents
according to the priority with which they should be followed up.

Let P(Y,,|X,#) denote the form of the nodel fit to Y,;, given X, vhere §
represents some unknown parameters. Let y; denotean element of Yni,. To the
classical survey statisticiam, y7 is a fized, unknown constant. To the
Eayesian, however, it is unknown and therefore a random variable. The

uncertainty about y; can be expressed Bayesianly as
V(¥ | X, Yoss) = EV(¥] X, Yorer 0) + VE@; | X, Yois0),

where the outer moments are taken with respect to P(#|X, Y,::), the posterior
distribution of the unknown model parameters. The first component on the
right-hand side, EV(y7|X,Yoy,0), represents the residual variation of
about its predicted value from the regression model. The second component,
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VE(y;|X,Y,.,0), represents the uncertainty in the regression prediction
itself. This decomposition suggests that if we want to minimize our
uncertainty after a limited amount of followup, we should target as high
priority those units that (i) have a high amount of residual variance, and
(11) have high leverage for estimation of . In other words, we should try Lo
follow up the units (i) whose values of ¥ cannot be predicted well by our
model, and (ii) whose values of X are unusual and thus, if they were
converted to respondents, could greatly improve our ability to predict the
missing ¥ values for the other nonrespondents.

In addition to the predictive variance of y;, we also need to consider the
probability that a nonresponding unit can successfully be converted to a
respondent. FEven if the predictive variance for a particular unit is high,
it may not make sense to attempt followup if the followup operation is likely
to be unsuccessful. This suggests construction of another regression model
to predict the probability of successful followup--or, perhaps, the cost of
successful followup in terms of number of attempts, field worker time, etc.
Data for fitting this model might come from similar survey operations of the
past, perhaps updated by data from the current survey as they become
available.

As data collectors begin to share information with statisticians on an
ongoing basis, one can imagine the development of a continuous-loop feedback
gystem in which the field-operations unit provides data on respondents as
they become available, and the statistical unit processes the information,
updates the parameters of its regression models, and decides which of the
remaining nonrespondents should be designated for follawup.

The second general observation that I would like to make is that not
all nonresponse mechanisms are the same. From a theoretical standpeint, it is
useful to classify nonresponse mechanisms into two categories: mechanisms
that are ignorable and mechanisms that are nonignorable. Using the notation
developed above, an ignorable mechanism is one in which the probabilities of
response do not depend on Y, after accounting for dependence cn X and Y,..
Ignorable nonrespense mechanisms tend to be easier to deal with than
nonignorable ones, and virtually all methods of nonresponse adjustment in use
today make some implicit assumptions of ignorability.

From a practical standpoint, however, nonresponse mechanisms should
probably be classified into a slightly different dichotomy: mechanisms that
are known to be ignorable, versus mechanisms that are not known to be
ignorable. Mechanisms that are known to be ignorable include those in which
the missing data are missing by design. Surveys that employ double sampling,
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matrix sampling, etc. result in rectangular datasets with patches of missing
data that are missing by design; the data are unrecorded because the data
collecter never intended to collect them. When data are missing by design,
ignorable missing-data techniques may be applied without fear of introducing
bias. The more insidious type of missingness mechanism is the unknown type.
When the nonrespondents are a self-selecting subsample, we do not really know
how strongly the selection process may be related to the missing data Y.
When faced with missingness of this type, the only thing that a practitioner
can usually do is to apply some ignorable missing-data technique and hope for
the best--i.e. pray that any biases incurred by nonignorability will not be
Severe.

As long asg rescurces for data cellection are finite, a certain amount of
missing data will be inevitable. But the point that I want to make is this:
By intelligent allocatien of resources in the followup operation, we may be
able to convert a substantial amount of the missing data that would
ordinarily be of the type "unknown" to the type "ignorable." In a typical
followup operation of today, attempts are made to follow up nonrespondents in
a rather haphazard (i.e. unplanned) fashion until the resources run out, at
which time the data collectors close cut their operation and get on with
their lives. Decisions about which nonrespondents are to be followed up are
not made by a central decision-making unit, but are made in the field by
supervisors or by the interviewers themselves. It may be that the field
staff is placing high priority on the nonrespondent units that appear to be
easy to get, thereby attempting to minimize the number of nonrespondents that
remain after closeout. Although minimizing the nonresponse rate is a
laudable goal, the end result is that all of the nonresponse that remains
after closeout is of the type "unknown." From a statistician’s point of view,
a better strategy may be to concentrate one’s resources cn obtaining data for
a probability sample of nonrespondents, a sample that is guaranteed to be
reprasentative of the nonrespondent pool. Even if data for these units are
expensive to obtain--e.g. requiring a large number of call-backs--and the
overall rate of missingness in the end is higher than it would have been if
the followup decisions were made by field staff, the end result will be that
the missing data for nonrespondents that are not included in the followup
sample will be of the type "ignorable."

Az a scientist, I would be willing te trade a few percentage points of
missingness for a guarantee that (at least most of) the missing data are
ignorable. I suspect others would as well. The tradeoff between the cost of
missing data versus the benefit of knowing the missingness mechanism is a
subtle but important issue to which statisticians ought to pay more attention
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in the future.

2. Comments on "Model-based reweighting for nonresponse adjustment”

This paper by Binder, Michaud, and Poirier (BMP) discusses in detail the
methods used by StatCanada to model response propensities in two of its
ongoing survey=. By reading thi= papsr, and examining the tables of
regression coefficients, one develops an excellent sense of what factors may
be related to nonresponse in demographic and establishment surveys. It is
interesting to note that in regard to these two surveys, EMP and StatCanada
seem to be following the recommendations of the authors of the previous
paper: clearly documenting the rates of nonresponse, the factors related to
nenresponse, and the methods used for nonresponse adjustment.

Throughout this paper, the value of adopting a model-based approach to
ncnresponse adjustment clearly shines through. By constructing an
intelligent model for the nonresponse mechanism, one is able to carry out a

nonresponse adjustment using many more explanatory variables than would
otherwise be possible using a more traditional approach. In a more

traditional approach, one would form adjustment cells by cressing the
classes of every explanatory variable. This would be equivalent to building
a response-propensity model that includes all possible interactions among
the explanatory variables, whether or not those interactions have much
predictive power (and they often don‘t). The modeling approach adopted by BMP
allows them to exclude unimportant high-order interactions, and instead
include main effects for a larger number of explanatory variables.

One issue that may deserve a little more attention is what should be done
with the estimated response propensities once they are calculated. On this
point, statisticians north of the U.S.-Canada border tend to use the
reciprocals of these probabilities as factors in the nonresponse weighting
adjustment. Statisticians south of the border tend to form classes--e.g. by
dividing the estimated propensities into quintiles--and reweight the
observations within these classes. Little and Rubin (1987) comment that the
latter may sacrifice a little bias for the sake of reduced variance and
robustness against model failure. I wonder if anyone has done a comparison
of the two methods in a realistic setting to see which one tends to perform
better.

Ancther important issue, which is perhaps beyond the scope of the BMF
paper, relates to the underlying philosophy of response-propensity
weighting. Response-propensity weighting attempts to control and reduce
nonresponse bias. The theory of propensity scores (Rosembaum and Rubin,
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1983) says that if reweighting could be performed on the basis of the actual
(as opposed to estimated) propensity scores, then +the reweighted
distribution of the respondents would not be systematically any different
from that of the respondents--in other words, nonresponse bias would be
eliminated. But of course, bias is only one component of error, the the other
being variance. As pointed out by Little (1986), response-propensity
weighting may do very little to control variance. 0ne might also want to
consider forming weighting classes on the basis of variables that are highly
correlated with the survey variable of interest (if any are available), so
that variance might also be reduced. Perhaps forming weighting classes on
the basis of two variables--a linear predictor of the response propensity,
and a linear predictor of the survey variable of interest--may be a
reascnable approach.

The methods described in the BMP paper also raise a number of theoretical
issues that deserve a closer look by statisticians in the Tuture. Une
question involves the wuse of complex, automated variable-selectiecn
procedures to choose a model for nonresponse adjustment. Whenever the form
of the model is chosen through examination of the sample data, the procedure
used to select the model should be considered a part of the overall methed of
nonresponse adjustment. Any calculations of bias and variance--whether
carried out analytically, or by simulation, jackknifing, etc.--should
recognize that the model itself is sample-dependent and therefore random,
and the model selection procedure must therefore be included in the
calculation.

Another, perhaps more basic, issue pertains to the criteria used for
selecting the model. EMP emphasized the principle of parsimony, eliminating
variables whose effects were not significantly differemt from zero. They
also included variables tended to reduce the number of extreme residuals. In
the end, they were left with models that had very few parameters relative to
the size of the dataset. I was left with the feeling that they could have
included more variables, provided that the model-fitting could be
accomplished in a reasonable amount of time. The usual criteria given by
textbooks on regression modeling--high R?, low prediction error, all
coefficients statistically significant, and so on--are usually appropriate
when the goal is to acquire some scientific understanding of how the response
variable is related to the pool of potential predictors. When the goal is not
necessarily scientific understanding, but adjusting for nonresponse,
however, it is not yet clear what model-selection criteria statisticians
ought to be using.

Finally, ancther issue that deserves further investigation is the proper
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role of sample-design information in the construction of response-propensity
models. I suspect that many statisticians would attempt to include design
information by fitting logistic regressions with standard software,
including the case weights (inverses of the sample-selection pruba‘bilities)
in the fitting procedure. The correctness of such a procedure is not at all
clear. If the goal were to estimate regressiocn coefficients for predicting
nonresponse for the entire population, then including the case weights would
be appropriate. The goal in response-propensity modeling, however, is to
estimate the probability of response for the units in the current sample. To
the extent that this response propensity is related to covariates describing
the sample design (e.g. stratum or cluster indicators), those covariates
ought to be included in the model somehow. But merely weighting the cases by
their inverse probability of selection 1s probably not sufficient to
guarantee that the special features of a dataset that arise from complex
sampling, such as clustering effects, are appropriately described.
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TOWARD AN AGENDA FOR THE FUTURE




OLD DIRECTIONS, NEW DIRECTIONS:
CONCLUDING REMARKS

Norman M. Bradburn
NORC

I have been asked to take on the unenviable task of giving
an overview of the last two days and, on the basis of that
overview, to give some thoughts on future directions. In order
to have some empirical idea of what the directions--new or old--
have been, I locked at the topics covered in this symposium and
compared them with the topics covered in the first symposium four

years ago.

If we view the programs of the conferences as uncbtrusive
measures of what are the central research directions in
statistical methodology, at least in the minds of the organizers
of these conferences, we can get an idea of how things have
changed in the last four years. For compariscon, I coded the
session topics into four themes: 1) conceptualization of
statistical measures--that is, what we are measuring; 2) design
and analysis of statistical surveys; 3) operational issues in
data collection; and 4) dissemination of data to users. The
result of the comparieson ise seen in Table 1.

Table 1

Themes of Papers Given at 1%90 and 1994 Seminars

1980 1994
Conceptualization 0 1
DesignfAnalysis 5 4
Operations 6 5
Dissemination/Use 1 2
Total 12 12

5ix (or seven) of the 12 sessions in each year are on the
same topics. They are: 1) Administrative Records, 2)
Longitudinal Surveys, 3) Data Editing, 4) Disclosure Limitation,
5) Computer Assisted Data Collection, 6) Cognitive Testing of
Questions. The seventh, Incomplete Surveys, could be considered
at least partially the same topic, i.e., Coverage Problems in
1990 and Non-Response in 1994.

Without looking at the new topics, one might view this as
little change; but when we look at the particulars of those new
topics, it seems clear that there are major shifts in direction.
New session topics were: 1) Customer Surveys, 2) Respondent
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Incentives, 3) Small Area Estimation, 4) Time Series revisions,
and 5) Economic Classification Revision.

What is it about the new topics that leads me to think we
are moving along some significant new directions? I see the
primary theme of these new topics as the need to rethink some old
problems in order to cope with three types of change: 1) changes
in social conditions, 2]} growth in demand for data and
3) technological change. Let me comment on these in turn.

1. Changes in social conditions. Society is becoming more
diverse along many lines. It is not just the increasing cultural
diversity that is so much remarked upon but also the increasing
diversity in household structures, in a changing occupatiocnal
structure, and in the gleobalization of the economy. Our
traditional ways of collecting data and the statistical
categories we have used are creaking and in need of revision.
Surveys are harder to carry out, so we become concerned about
guestionnaire development and incentives for respondents. It is
even necessary to rethink how we conduct the decennial census.
our classification schemes for economic and social categories are
no longer adequate, so we rethink the SIC and SOC and the
problems of revising time series when you change the measuring
instruments.

2. Growth in demand. It is a truism these days that we
live in an information scciety. The demand for data grows apace
with the proposals for health care reform and the health data
network and the increasing demand for evaluation of social
services and social programs. Concern for international economic
competitiveness leads us Lo rethink the categories we use to
collect economic statistics, such as how we measure the trade
balance and what industrial and occupational classification
scheme we use. It is important to have an economiec statistieal
system that is consonant with that of other countries.

There are two implications for statistical methodology of
this increase in demand for data. The first is that it requires
a strong customer orientation to be responsive to the changes in
demand. We need to know what the consumers of statistical
information require in order to carry out their work efficiently.
Second, because of the high cost of data collection in a world of
tight budgets, we need to develop alternative ways of doing
things—--neot just tinkering around the edges, but szome fundamental
changes ("reengineering," to use the current buzz word).

3. Technological change. CATI, CAPI, CASI, Audio-CASI.
computer-assisted everything. The ability to handle large data
files cheaply has changed the economics of data analysis, if not
of data collection. Data are accessible on Internet; you can
call in for SIPP data. All of these advances whet the appetite
for more data--more gquantitatively, in more detail, and more
easily accessible.




.

At the same time, increased availability of large data sets
increases the risk of disclosure of data that compromises the
privacy and confidentiality promised to respondents and upon
which our ability to get accurate data depends. Confidence in
the statistical system must be maintained, and that means
preventing disclosure on individually identifiable data for non-
statistical purposes. Hence our renewed concern for data
disclosure limitation principles and methods.

Where does all this change lead us? First, I think it leads
ue to a fundamental rethinking of some of ocur major data systems.
We have already seen the revision of the CPS. We have heard here
about proposed revisions in the Standard Industrial
Classification system and the Standard Occupational
Classification. These are truly major changes in our statistical
thinking.

Work has begun on a revision of the CPI. We are rethinking the
way we conduct the census. Dare we think of an administratiwve
records enumeration in 2010 with the long form data supplied by
continuocus measurement? Can the national accounts be recast to
include supplemental accounts for the environment (so-called
Green Accounting) and recast for other non-market sectors as
well? Will data bases become publiec utilities that can be used
for many purposes? For example, the basic health care file, if
it were to come to pass, could be a prime source of data for an
administrative records census or a data base for assessing the
outcomes of health care services. A Master Address File that was
available to everyone, the Census Bureau, the Post Office, state
and local governments, the private sector, would be a true common
good.

A final theme that cuts across all of our sessions here is
that we must take a more internatiocnal perspective. We can learn
from other countries that have been confronting some of the same
problems. There is also increased pressure to have consistent
statistical measures across the developed countries at least, so
that international comparisons can be made.

The spur of competition can be good. The State governors
adopted a set of Educational Goals for the year 2000. One of
these is for the United States to be first in science and math
education by the year 2000. In the Economist magazine’s annual
rankings of governmental statistical systems, the United States
has ranked about 5th for the last few years. Perhaps we should
take as our goal to replace Statistics Canada as first in the
world among statistical systems by the year 2000.

Future directions? From what we’ve heard here, we may not
be able to know precisely how to proceed, but we will have to
move forward with an international perspective, a willingness to
rethink our methods, our tools, and our purposes.
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Toward an Agenda for the Future
Robert M. Groves
University of Michigan and Joint Program in Survey Methodology

It is obvious that the rate of change of the society and economy being measured by
statistical agencies is increasing. We have only to observe the ubiquity of merger,
acquisitions, and turnover of firms, partly a reflection of the ongoing creation of novel
eomhinations of services and goods. In the demographic domain, we are faced new living
arrangements, nontraditional household definitions, and homelessness at levels of
occurrence that challenge traditional methods of measurement. [tnow seems clear that the
rate of change of social and economic measurement systems needs to approximate that in
the society. We have heard over the last two days much evidence of this.

Figure 1 is a version of chiarts that are popular among those in the quality movement. Itis
used to describe the process of continuous improvement key to that philosophy. As
"reinvention,” "restructuring,” ‘"re-engineering,” “customer orientation,” “total gquality
management,” and related concepts make their way into statistical agencies, it might be
useful to reflect how the technical research and development presented over the last two
days relate to the process described in such a chart.

ldenbtfic

P
ication

ff0




The process begins, even prior to the contents of this chart, with the identification of
customer needs and desires. Given that as a basis, first the organization needs to document
what it does and how the processes of the organization are now conducted. This
documentation leads to identification of potential areas of improvement, "identification of
improvement opportunity.” Whether the process can or cannot be improved is a matter to
be resolved in a "research” step. Then the results of the rescarch are applied in "adaptation
of research to specific application.” At this point, the process begins again, this time with
the production process operating at a higher level of overall efficiency, but still subject to
improvement.

One aspect that differentiates research in government statistical agencies from research in
academia is the last step, application of research findings in practical settings. This fact is
accompanied by organizational roles that perform these activities in conjunction with the
researcher. The researcher is joined by a manager, who is charged with the responsibility
of directing the processes undergoing change.

I’s useful to review each of the four steps from the vantage point of a program manager of
a data series and a researcher or scientist, both located in a government statistical agency.

Documentation
Documentation is often viewed as the bane of those who develop and conduct data

collection, processing, and estimation programs. It is most often not done (or not done
completely) for many statistical series. When done, it is often done long after the
introduction of a new process, and then completed by someone who was not part of the
creation of the process. The lack of good documentation on design, processing, and
cstimation features of statistical series can be a nontrivial iImpediment to their improvement.
For example, when there is clear evidence that a process is not performing as desired (e.g.,
nonresponse rates too high, edit processes yielding contradictory data), improvement is often
delayed by lack of clear documentation of exactly what is being done. When lack of
documentation is joined by high turnover among staff and computer based systems, it is
ofien the case that workers implementing a computer-based process truly don’t know what
they are doing.

From the management perspective, documentation allows knowledge of what processes are
the staff are performing. It permits the manager to look for opportunities to streamline
processes, combining steps and improving flow. For the researcher or scientist,
documentation is the equivalent of gathering observations about possible causes of oulcome
variables. Itis the inductive part of the scientific method -- assembling information that
suggest hypotheses for sources of weaknesses (and thereby opportunities for improvement).

Why is documentation an important step in the process of continuous improvement?
Improvements on undocumented systems are limited to those performing the status quo
activities because only they know what is being done. This limits the set of persons who
can be called upon for suggestions for improvement. This limitation is exacerbated in
organizations where staff implementing programs do not have rudimentary testing and
experimentation skills. It seems clear that without documentation of best practice,
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agencies can't get to "the cutting edge” that the benchmarking aspect of the quality
movement espouses.

Opportunities for Improvement

The use of Pareto curves prompts managers to focus on the problems that are causing the
greatest loss of quality or efficiency in production. This is a vehicle to rcallocate budgets
0 save money on expensive processes by investing money in design and retooling
phases. Given most government budget systems, an investment in a research and
development project w improve one component of a stacistical series generally means
that some other components will incurred reduced funding. The manager needs the
courage of his/her convictions that such an investment can lead to cost efficiencies at a

later point.

For the scientist the "identification of improvement opportunities” step often also means
a search for experiments on design features common to many surveys. Often important
weaknesses of one statistical series are shared by other statistical series. If the researcher
can identify such cross-series problems, then single research projects can offer
improvements to several data series at once.

In one sense, thic seminar can fulfill a similar function. If one agency discovers
improvements that are applicable to the work of another, significant research savings are

possible.

Research

The research step from the management perspective is a search for independent evidence
that change involving risk was well-founded. The research step tests some model of the
real change in the production system. To the extent that the research step perfectly
mimics the real production setting, the inference from the experiment will apply to the
production process. In this sense, research is a risk reduction tool for the manager.
Change without research runs higher risks of no improvement or even loss of quality in
statistical series.

For the scientist, only experimentation offers the proper grounding for application of
some discovery. The scientific method underscores the need for explicit contrast under
similar conditions of the new process with the old, before recommendations about
change can be well-founded, Much research in social and economic statistics is
"applied,” with its findings relevant to ongoing statistical series. Applied research is the
type most often practice in statistical agencies (and reported in conferences like this one).
The cheapest research (in the long run) is theory-driven, often motivated by basic
research. This is the rescarch that offers solutions for large sets of surveys and census
operations. Choosing the right blend of support for basic and applied research in
government agencies takes pgreat wisdom. One without the other is vacuous.

Adaptation of Research to Specific Application

This step is typically the focal point for program managers. From the standard
managerial perspective, the real work (and associated risks) of change begin here.
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The issues of concern to the manager always concern whether the costs of the change
are smaller than the benefits. Sometimes real courage on managers’ parts is required in
organizational culres where failed change is punished by withdrawal of the support of
Superiors.

From the scientific perspective, this step typically requires speculation about the
inferential limitations of the research into alternative solutions. Scientists are generally
well-trained in hypothesis generation, but not particularly well-schooled in decision-
making with imperfect information. In the world of statistical agency programs, there is
rarely or never perfect information. Indeed, in any application of a scientific discovery
there is some inferential leap that goes beyvond the research. Many scientists are
uncomfortable with such leap, but scientists in statistical agencies, to be responsive and
useful to their agencies, must develop these skills. Clearly, this is most easily
accomplished when they work in partnership with their colleagues on the program side.

All of the steps in Figure 1 are difficult, but this step seems most fraught with difficulties
and failure to communicate between the managerial and the scientific cultures within

statistical agencies.

Implications for Future Symposia, the Working Paper Series, the System

What do these observations have o do with a symposium like the one we have all just
experienced? Let's examine the content of this symposium. There was clearly more
attention on documentation and adaptation of research to applications, than on methods
used to identify opportunities for improvement in data series, or in the findings of more
basic research. This is an appropriate mix, | believe, for the purposes of the conference -
-an attempt to disseminate new developments of applied utility.

Given that focus, future symposium might reconsider the format of a scientific
conference, where a researcher presents his/her work and a discussant critiques the
scientific merits of the work. Perhaps for the purposes of application of new discoveries,
workshops and didactic seminars might be more useful.

One method of doing that is to use the Federal Committee on Statistical Methodology to
identify agencies using "best" practices in various components of statistical work, and w
encourage them to mount such workshops, perhaps with some collaboration with
scientists and practitioners outside the Federal statistical system.

It is clear that the Federal siatistical system can profit from the successes of integrating
science and management, of adapting research discoveries to practice that exist in some
agencies, but need to be spread more widely across all agencies. What the system does
not need is more papers assessing ideas alone, It does need more papers describing how
new ideas were assessed, molded to a specific problem, and systems changed to
incorporate them. Problems of statistical system are not solved by ideas alone, but by
ideas implemented to produce innovation in data series. Presentations in future
symposia might be collaborations of program managers and scientific staff, addressing
the four steps of Figure | for a specific survey or set of statistical activities, from their two
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different perspectives.

I feel more strongly that the symposium should continue annually, than that it should
take on a particular format or offer particular content. Regardless of its format, it is a
gathering of the clan within the statistical system, allowing them to meet and converse

with one another, to compare technigues, to try out new ideas removed from their
organizational cultures, to renew their commitments to improved quality in statistical

activities. This will always have value.
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TOWARD AN AGENDA FOR THE FUTURE

Katherine K. Wallman
office of Management and Budget

Over the past two days, we have heard many ideas and
suggestions for how we can build upon and improve the efforts we
are undertaking through the Federal Committee on Statistical
Methodology (FCSM). The "new directions in statistical
methodology" we might pursue range from updating and expanding
our technical contributions te broadening and deepening the
understanding and application of our work. Underlying all of the
proposals are two fundamental and, I believe, shared perceptions:
first, that the FCSM’s activities to date have been of
considerable value, and second, that there are opportunities we
should pursue to further the FCSM‘s goal of improving the quality
of data produced by the Federal statistical system for our
community of users within and outside the government.

In his keynote address for this seminar, Graham Kalton
reminded us of the four functions for the FCSM that Margaret
Martin cutlined at our 1290 Seminar on the Quality of Federal
Data. These functions do indeed serve as a useful framework for
considering the committee’s future agenda, and I would like to
return to them in highlighting in particular a few of the
suggestions that have been made for ways we might breoaden and
deepen the understanding and application of the FCSM’s work.

The first of these functions is the exchange of knowledge,
techniques, and experience among committee members. As has been
noted, the members of the Federal statistical community who serve
on the FCSM and its subcommittees often carve out time for these
activities from their already overly full calendars. The result
may well be that they must focus rather narrowly on the task at
hand and may forego the opportunity for more informal dialcgue.
We need to think of ways to give these professionals "permission"
to engage in less structured conversation. As a first step, the
leaders of the statistical agencies shcoculd be encouraged to view
the work of the FCEM as a priority for their staff members. In
part, we may be able to address this matter by familiarizing the
agency leaders more fully with the committee’s products.

The second function cutlined for the FCSM is the provision
of "state of the art" reports to encourage best practice among a
broader group. With respect to the "state of the art" aspect of
the committee’s work, I think there is some considerable
agreement that while an FCSM report may meet this challenge when
it is issued, in some cases the art is changing so quickly that a
working paper may become if not obsclete at least outdated more
rapidly than we would hope. Perhaps we should consider new forms
of publication -- "loose leaf" printed versions and/or electronic
versions that could have sections updated, rather than waiting
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several years to revise the entire paper. The challenge of
sharing our work with a broader group is key. ©On the one hand,
as Graham Kalton elaborated, we need to reach out beyond our
Federal walls in developing our working papers to capitalize on
the expertise resident in the private sector, foreign
governments, and other arenas. His remarks provide a number of
useful suggestions the FCSM should pursue. ©On the other hand, it
is absolutely essential that we continue to strengthen efforts
that have been undertaken to disseminate the FCSM’'s products far
more widely, both within and outside the Federal Government.

This means not only distributing our product to additional
audiences, but also extending the seminars, workshops, and other
forums where the subject matter of the papers can be explored in
greater detail and become more useful to those less familiar with
the content.

In terms of the third function suggested by Margaret Martin,
recommending areas for improvement and needed directicns for
research, once again the need for greater outreach has been
highlighted, and some useful paths to pursue have been suggested.
At the same time, we need to take some care in reaching out that
we do not ask the FCSM to be "all things to all people." As has
been noted, the members’ plates are guite full already, and we
should not overload them. Yet there should be new ways to meet
reasonable demands, and we as a community should put some of our
energy into brainstorming about alternative ways of operating to
address these needs.

The consensus building role suggested as a fourth function

for the FCSM is surely an area where the committee can make a
contribution. In my view, however, to suggest that the FCSM
should be responsible for obtaining consensus on issues such as
definitions, concepts, and classifications moves us to an arena
that is beyond its mandate. Many of these activities involve
domains of expertise beyond the specialties of the FCSM
membership, as well as exceptionally labor intensive tasks.
Through the cooperation of the statistical agencies and other
relevant components of the Federal Government, we are pursuing a
number of these challenges. We would welcome the suggestions for
further work in this area that might arise as a result of the
FCSM’s deliberations.

In closing, let me note our appreciation to the Council of
Professicnal Associations on Federal Statistics for bringing us
together once again, to the sessicn organizers and presenters for
their substantial contributions to the success of this seminar,
and last but not least to the members of the FCSM and its deveted
leader Maria Gonzalez. We look forward to planning an encore to
be held in 1996.
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