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Abstract

The U.S. Census Bureau has experimented with the use of monetary incentives in the Survey of Income and
Program Participation (SIPP), a demographic longitudinal survey, since the 1996 Panel. As with most surveys, the
main goal of using incentives is to increase response rates, especially when facing a steady increase in nonresponse
over the course of a panel. For the most recent SIPP panel, the 2014 Panel, the survey has been extensively
redesigned, with households being interviewed only once a year instead of every four months. Since this redesign
could have an impact on the effect of incentives, a new incentives experiment is introduced for Waves 1 and 2 of the
SIPP 2014 Panel. In addition to investigating the effect of incentives on response rate, we design a way of assigning
incentives using a response propensity model with the purpose of reducing nonresponse bias. This new methodology
is made possible due to the longitudinal design of the SIPP. We will outline the design of the multipurpose
incentives experiment for Waves 1 and 2 of the SIPP 2014 Panel and provide preliminary results.

I. Introduction

The Survey of Income and Program Participation (SIPP) is a demographic longitudinal survey conducted by the
U.S. Census Bureau.” The main goal of the SIPP is to provide accurate and comprehensive information about the
income and program participation of individuals and households in the United States. SIPP data provide the most
extensive information available on how the nation’s economic well-being changes over time, a defining
characteristic of the survey since its inception in 1983. To achieve this goal, the SIPP provides both cross-sectional
and longitudinal estimates for households, families, and persons in the civilian noninstitutionalized population living
in the United States.’

The SIPP is administered in panels, with each panel typically running from 3 to 5 years. Prior to the 2014 SIPP
Panel, the sample was divided into four equally sized rotation groups, with one rotation being interviewed each
month. One round of interviewing the entire sample, a four-month interval, is called a wave. The purpose of the
rotation groups was to distribute the interviewing workload and reduce bias in transition estimates. However, in
order to reduce both the burden on respondents and program costs, the SIPP was re-engineered beginning with the
2014 Panel. The sample is no longer divided into rotation groups, and a household is only interviewed once a year
instead of three times. Rather than year round, interviewing runs for 4 months of each year, February through May,
and respondents are asked about each month of the previous calendar year.

Since 1996, the U.S. Census Bureau has conducted numerous experiments on using incentives in the SIPP. These
experiments were designed to test the effect of monetary incentives on overall response rates and conversion rates.
Both unconditional and conditional incentives were tested, where conditional incentives are only given if a response
is received. Also, we tried both random assignment as well as discretionary incentives, where Field staff were given

' Any views expressed are those of the authors and not necessarily those of the U.S. Census Bureau.

? For more information about the SIPP visit its webpage at < http://www.census.gov/sipp/>.

? Statistics from surveys are subject to sampling and nonsampling error. For further information on the source of the
data and accuracy of the SIPP estimates, including standard errors and confidence intervals, see
<http://www.census.gov/programs-surveys/sipp/tech-documentation/source-accuracy-statements.html >.



the decision to determine which households needed an incentive to get aeeAfedurthermoreexperinented
with the monetary amount of the incentive, with $10, $20, and $40 beitgpibal choices.

After all of thesgorevious experimentsherewasno conclusive result as to the best way to implement incentives as
a standard practice for the SIRR addition, the 2014 Panel marks extensive changes in the design of the surve
Therefore, we felt it was worthwhile and the Office of Management addd8{OMB) required that weonduct

another incentive study for tt&iPP2014 Panel before any recommendations could be made on a standard practice
for implementing incentives.

This paperdiscusses thdesign of a longitudinal incentives experimenttfur 2014 SIPP Pandlirst we look at the
design of the experimeandprovidepreliminary resultsdr Wave 1 We then go on to describe the Wave 2
experiment, which whave designed in an innovative way that will hopefully give us a diffee¥sppctive on
assigning incentives, one that has not been looked at by many reseandraggainly not for the SIPRVhile
previous SIPP experiments focused mainly on the goal of improvipgmnes rate, this new 2014 Panel experiment
also looks into using incentives assigned by a propensity model to impeoebaracteristics, or distribution, of the
final sample and potentially decrease nonresponse bias.

II. Background

There are a number of reports and analyses done diiffdrentuses of incentives in past SIPRapels, with varying
conclusions on their effectiveness

In the 1996 SIPRVave 1, we compared a caitgroup to groups receiving $10 and $20 unconditiorantives,

both paid in advance to households at their door. The finding was that the &vmincreased response rates for
key SIPP respondents (i.e. those tending towards posri3)4% to 80% (James, 199Mack et al., 2008;
Flanagan, 2007)0n the other hand, the $10 incentive did not significantly reduce nonrespdask, et al., 1998)

In addition, the $20 incentive reducederallhousehold, person, and item nonresponse.rates, the$20

incentive was determined to have a strong effect in helping wittiattaf households in the high poverty stratum
by reducing the nonrespse rate from 9.32% to 5.94% (James, 1997).

In the SIPP 200PPane] weevaluated the effectiveness of twpég of $40 incentives, conditional discretionary
incentives in Waves-2 and unconditional incentives mailed to prior wave nonrespondentsvies#8. Due to
inconsistent Field practices, the early waves few discretionary incentives were given ouexample, 1.94% in
the first wave)which resulted in an increase of only 0.9% to 1.9% in response ratesinttsxfirst eight waves
and no significant differences in the other two waves, Waves 1 and ibf{KRD08; Lewis, et al., 2005). The later
wave unconditional incentives had no significant impact on conversion rates.

In the SIPP 2004Pane] $40 discretionaryncentives were used the production of the survey rather thasan
experimentThe Field staff had enough $40 debit cards to cover approximately 20% of thkioad (Creighton,
2003). There are no results as to the effectiveness of the incentives themselhesganelWe did find that
households that are chodaythe Field staff to receiviae $40 discretionary incentives in arlesr wave are more
likely to be chosemgainto receive an incentivia later waves.n Wave 6, an experiment to improve conversion
rates was conduetl Nonrespondents in both Waves 4 and 5 were mailed a letter that promisktheebdive upon
completbn of the Wave 6 interview. The finding was that there was no evidencermpeovement of the Wave 6
conversion rates with the use of this conditional incer{ifl@nagan, 2007)

Finally, inthe SIPP 2008ane] an incentive experiment was condudietesttwo types of incentives, a $20
unconditional incentive with advance letter in Wawaentl $40 discretionary conditional incentives in every wave of
the panelThe $20 unconditional incentive was effective at improving responsematsvaves but one (Wave 5),
with small improvements of 1.0% to 1.8%6mpared to the contrdlhe $40 discretionary incentive began to have a
significant effect in Waves 4 to 7, with an increase in response rates 8%td 3.1%compared to the control
(Mattingly, 2011) There was some inconsistency among the regional offices in théulistni and effectiveness of
the $40 discretionary incentive.



lIl . Design of the SIPP 2014 Experiment Wave 1

Since the 2014 SIPP Panel marks the start of a new survey desigrfithkeoOflanagement and Budget (OMB)
requires an analysis of the effectiveness of incentives in the new paigel blefore a full implementation can
occur.Our experiment plans to distribute conditional incentives in at least thewimsivaves of the @14 PanelTo
avoid the inconsistency in the distribution of the incentives by the ra@gifiices that we had in the last panel, debit
card incentives and separate PIN numbers are mailed out by the NationaliRgoCesser (NPC).

To facilitate both obur goals for Wave 1 and Wave 2 incentive experimerggjivided the 53,070 sampled

housing unitsandomly into four approximately equal sizedentive group, which we call Groups 1 through 4
Group 1 is designed to be a control group for all wavethesbouseholds in it will never receive an incentive in any
wave. Group 2 will become part of the experiment treatment in Wave ZrdMaive 1 receives no incentive.
Meanwhile, in Wave 1, Group 3 households will receive $20 conditional imesr@nd Group 4 households will
receive $40 conditional incentives. Table 1 summarizes the Wave 1 treatmgrs gnduthe number of housing
unitsand eligible households in eashthosegrours.

Table 1. Number of Housing Unigsd Eligible Household®r each Incentive Group in the SIPP 2014 Panel
Wave 1 of Interviewing

Group Incentive Amount | Number of Housing| Number of Eligible
Units Households
1 $0 13,549 10,798
2 $0 13,471 10,766
3 $20 13,470 10697
4 $40 12,580 10197

SOURCE: U.S. Census Bureau, Surveynebme and Program Participation (SIPP), 2014 Panel Wave 1

In Wave 1, the main goal was to determine whether the use of conditioeatives, and at what amount ($20 or
$40), significantly improves response satelative to the control groufisroups land 2combine to form the control
group that receives no incentive in WayeThe results of the Wave 1 experiment are summarized in Sevtion |
the 2014 SIPP Panel experiment, we are also interested in exploringettiteoéficentives on nonresponse bias and
whether we can use incentives to improve the distribution of thesiimaple in terms of overall coveragéese

goals will be explored further in the Wave 2 experiment, the desighioh isexplained in SectioN'.

IV. Wave 1 Resultdor the 2014 SIPP Incentive Study

In this section, we present our findings from the incentive experifoelfave 1 of the SIPP 2014 Pargbte that

in Wave 1, we combine Groups 1 and 2 to form the $0 incentive gideigompare response rates across incentiv
groups overall, byegional office(RO), and for subgroups of the population. Next, we compare the Type A
noninterviewdistributions, specifically the household refusalsoss incentive groups. Among the interviewed
households, we compare distributiaikey variables across incentive groups.

In addition to looking at the effectiveness of incentives, we also twavhluate a few operational issues associated
with incentivesFirst, we want to compare the average number of contacts per respondetatdacross

incentive groups. We want to know if using incentives actually reduedd €osts byeducing the number of times

a field representativé-R) had to travel to a household to complete the intervidso, we want to look atow

many of the hoseholds that received an incentive actually cashed them.

Response Rates by Incentive Group

Table 2 presents the weighted response rates across incentive group foraWthe 2014 SIPP Pandlable 2

shows that both the $20 and $40 conditional ingestsignificantly increase the Wave 1 response rate compared to
the control groupy 1% and 3%, respectivellso, the $40 incentive significantly improves the responsebsate

2% compared to the $20 incentive.

* All comparative statements in this report have undergone statisticagjtestih unless otherwise noted, all
comparisons are statistically significant at the 10 percent significarsle lev



Table 2. Weighte®Vave 1Response Ratdw/ Incentive Amount

Incentive Amount Response Rate | Difference from $0 | Difference from $20
$0 67.9% - -
(0.38%)
$20 69.0% 1.1%* -
(0.51%)
$40 70.9% 3.0%* 1.9%*
(0.48%)

SOURCE: U.S. Census Bureau, Survey of Income and Progagtinifation (SIPP), 20LPanel Wave 1
*Significant at the 10% level of significance
Response rates are weighted using the base weBjhtelard errorare showrin parentheses.

Response Rates by Incentive Group and Regional Office

In the 2008 Panel incentive experiment, isvimund that the implementation of incentives differeddgional

office and so didhe incentiveseffectivenesgMattingly, 2011) We already believe that there dnadamental
differences between the respondents in Census regions, as evidencedbiyttiad fve use region as a variable in
the weighting nonresponse adjustment. &fae, in this experiment, althougle controlled the distribuin of the
incentives through the National Processing Centerwant to see if the same differencemaentive effectiveness

are still present across regional offices as they were in the 2008 Palriel 3 shows the weighted response rates for
each incentive group in each regional office for Wave 1 oStRé€2014 Panel.

Table 3. Weighted Wave 1 Response Rétg Regional Office and Incentive Amount

Regional Office $0 $20 $40 Significant Differences
New York (22) 59.4% 59.8% 58.6%

Philadelphia (23) 71.0% 70.4% 74.2% Tt

Chicago (25) 723% 741% 75.2% T

Atlanta (29) 66.2% 68.6% 70.6% * t

Denver (31) 68.5% 69.6% 72.8% Tt

Los Angeles (32) 68.0% 69.6% 716% t

SOURCE: U.S. Census Bureau, Survey of Income and Progaetioiation (SIPP), 2014 Panel Wave 1
*Significant difference between $0 and $20 at the 108l lef significance
TSignificant differencéetween $0 and $40 at the 10% level of significance
FSignificant difference between $20 and $40 at the 10% level ofis@mit
Response rates are weighted using the base weights.

We can see from Table 3 that the effectiveness of incentives differgibpakoffice. In New York, we saw no
significant differencén response rateetween the three incentive grouyéhile we saw that the overall effect of a
$20 conditional incentive on response rate was signifeighe national levelwhen looking by rgional office
Atlanta was the only regional office where a $20 incentive showed dicagmiincrease in response rate over the
control group This is in part due to a smaller sample size, but also gives some credence to tie idifarent
regions & the country respond differently to incentives.

Response Ratesylncentive Group for Subgroups

In the Wave 1 incentive assignment, incentives were randomly distlibaihouseholds regardless of their
characteristics. Assuming incentives do not egquagflect all households, we want to examine subgroups of the
households to see if we can determine the effectiveness of incentives basealoaracteristics of the household
Table 4 shows the response rates by incentive group for various subgfdugp populationExamined
characteristics were poverty stratum, urban or rural statusu€esgionMetropolitan Statistical Area (MSA)
status household size, tenungceand gendeof the householdeference persofhese variables are chosen
because whave their values for both respondents and nonrespondentsifferthe frame oasreported by
interviewer observatian



Table 4. Weighted Wave 1 Response Rates by Incentive Amount for 8pliginaracteristics

Variable Level $0 $20 $40 Significant
Differences
Poverty Stratum Low Income 70.7% 72.8% 75.6% * T,
Non-Low Income 66.2% 66.8% 68.2% T
Urban 67.1% 685% 70.1% * 1t
Urban/Rural | o o) 71.2% 72.0% 74.1% t
Northeast 62.5% 632% 63.3%
Census Region Midwest 70.7% 727% 73.7% *t
Sauth 68.5% 69.3% 72.2% Tt
West 68.2% 69.4% 720% T, 1
Central City of MSA 66.0% 68.2% 70.0% *f
MSA Status / | Balance of MSA 66.%% 68.1% 69.6% T
Place Place 75.1% 744% 76.%%
Other 75.0% 73.3% 77.9% T
1 74.3% T47% 73.7%
0, 0, 0,
sz | ok | |
4+ 751% 76.80 774% T
White 70.4% 71.1% 72.4% T
Race Black 72.2% 76.4% 78.8% * T
Other 703% 72.1% 69.8%
Gender Male 68.4% 70.1% 71.2% * 1
Female 71.5% 72.1% 73.8% T,
Owned 70.3% 70.8% 72.3% t
Tenure Rented 719% 74.8% 758% * T
Occupied 884% 92.8% 90.7% *

SOURCE: U.S. Census Bureau, Survey of Income and Progaetioifation (SIPP), 2014 Panel Wave 1
*Significant difference between $0 and $20 at the 10l lef significance

TSignificart difference between $0 and $40 at the 10% level of sigmi€e

$Significant difference between $20 and $40 at the 10% level ofisamit

Response rates are weighted using the base weights.

Table 4shows that the effect of the incentive amount onaese rate changes based on household characteristic.
For example, a $20 incentive increases response rate compared to no incentweénfoorite and urban
householdsHowever, a $20 incentive does not significantly increase the response ratedmvrincome and rural
householdsThis implies that we may be able to use household characteristics toidetetmch households are
more likely to respond with incentives.

Distribution of Type A Cases by Incentive Group
We found that giving an incentive tendsdecrease the overalbrresponse rate, so now we want to take a look at
the distribution of the Type As by incentive group to see if that decreases ateuspecific nonresponstatus

such as household refus@hble5 shows the Wave 1 percent of Type As by nonresponse status for each incentive
group.

Table5. Wave 1 Percent of Type As by Nonresponse Status and Incentive Group

Incentive| Language Unable to No One Temporarily| Household| Other
Amount Problem Locate Home Absent Refused
$0 0.76% 0.40% 10.83% 1.44% 79.01% 7.4%%
$20 0.97% 0.28% 11.27% 1.04% 79.25% 7.19%
$40 0.46% 0.43% 11.177% 1.11% 79.3% 7.46%

SOURCE: U.S. Census Bureau, Survey of Income and Progetifation (SIPP), 2014 Panel Wave 1




A Chi-square test shows that there is no evidence of a significant difference betevdestributiors of the Type As
by incentive groupln particular, the percent of households refused does not significactigate due to an offered
incentive.

Distribution of Interviewed Households by IncentiveGroup

In addition to iwreasing response rates, it is believed that incentives can improve the chéicaaétie final
sampeé. If the coverage of the final sample is higher due to incentives this can rééugied of the nonresponse
adjustments neled in weighting and ultimately decrease nonresponse bias. For this, neassant to compare the
distributions of the interviewed households by key characteristicathased in SIPP nonresponse weighting
adjustments. For Wave 1, these key variables are within PSU straturmazmelef the reference person, tenure,
Census region, MSA Status / Place, and household size. In additiondwahiebls, we looked at other
demographic characteristics such as age, gender, edatattamnmentand maritaktatus of thdnousehold
reference person

Table6 shows the distributions of the interviewed households by incentive poepch of these key variables

Chi-squardests were used to test for a significant difference in the distrilsugiomss incdive groups. When we
look at the distribution of interviewed cases, it is difficult to find anyedéfices between the incenty®ups. We
did find differencein the distribution ohouseholderace between incentive grouptowever, for a majority of th

variables, incentives did not significantly change the distribution

This leads us to conclude that while incentives do appear to increase respmgeyaare not having an effect on
reducing nonresponse bias, if it exigihis issue will be thedfcus of our Wave 2 incentive experiment, where we
will analyze the use of a response pragignmodel to assign incentives.



Table6. Wave 1 Distribution of Key Variables by Incentive Group for the Intere@tk Sample

Variable Level $0 $20 $40
Low Income 38.3 39.1 38.9
Poverty Statum NorntLow Income 61.7 60.9 61.1
Urban 19.6 19.5 199

Urban /Rural | o ) 80.4 80.5 801
Northeast 16.6 16.6 16.3
Census Region Midwest 235 24.0 23.3
South 37.3 37.1 37.9

West 22.6 22.3 224
Cental City of MSA 32.5 33.4 33.2

MSA Status / | Balance of MSA 50.8 50.6 50.5
Place Place 8.9 8.7 8.3
Other 7.8 7.3 8.0

1 30.1 293 28.0

. 2 32.6 323 33.9

Household Size 3 15.0 1592 152
4+ 22.3 231 230
White 80.5 80.4 80.4

Race* Black 11.9 12.8 12.8
Other 7.6 6.7 6.8
Gender Male 47.4 46.7 47.4
Female 52.6 53.3 52.6

Owned 63.5 62.5 63.7

Tenure Rented 34.2 35.0 34.0
Occupied 2.3 2.5 2.3

Under 25 48 4.9 4.8

Age 2534 14.4 147 14.0
3554 35.8 35.6 36.7

55+ 45.0 449 444

Less than High School 42 4.1 45

Educational High School, no diplomg 7.5 6.8 6.9
Attainment High School graduate 57.0 57.5 56.2
College graduate 31.3 316 32.3

Married, spouse presen| 46.7 47.2 47.7

Married, spouse absent 1.7 1.9 19

Marital Status Widowed 10.6 10.1 9.9
Divorced 17.4 17.0 173

Separated 2.7 2.7 3.2

Never Married 21.0 21.2 201

SOURCE: U.S. Census Bureau, Survey of Income and Progetifation (SIPP), 2014 Panel Wave 1
*Significantdifference in distribution between incentive groapshe 106 level of significance

Number of Contacts per Household by Incentive Group

We now switch our attention away from how incentives can help improvejdality towards how they can
decrease total survey costs. One measure of survey cost is the nfintheact attempts (in person or by
telephoneper household thareneeded to obtain an interviefhe hope is that offering an incentive decreases the
number of times field representativieeeds ta@ontactthe household to complete the interview. Usintjected
Contact History Instrument (CHI) data, we can retrieve the number ofpatenade for eadmousehold. The

average number abntact attemptger interviewed household by incentive grasipresented in Tablé for Wave

1.



Table7. Wave 1 Aveage Number o€ontact Attemptger Interviewed Household

Incentive Amount Avqg # of Contact Difference from $0 | Difference from $20
Attempts
$0 4.87 -- --
$20 4,72 -0.1467* --
$40 4.67 -0.1924 -0.0457

SOURCE: U.S. Census Bureau, Survey of Income aogr&®mn Participation (SIPP), 2014 Panel Wave 1
*Significant at the 10% level of significance

The results in Tablg show that both the $20 and $#@entivessignificantly decreased the average number of
contact attemptseeded to complete an interview qmamed to the control groupcross modes, it costs
approximately $44.31 per contact attenifiterefore, we estimatbat a $20 incentive saves $6&td a $40
incentive saves&53perinterviewed household.

Analysis of the Distribution of the Debit Cards

For the first time, we have information about who received the debit aaddsashed them, allowing usaoalyze
how many of the incentives were castadl the characteristics of those households that did not cash them.

First, we can look at how many households actually casleeid¢hntives they received. 6%bf households that
were sent $2@hcentives cashed them, and 80.5% of households that were sent $4@éncamnts cashed theifthe
difference in cashed rates between the $20 incentives &ndd&htives is significant.

Table8 compares the cashed rates for each incentive amount by RO. The same trend tbatheekhfire nigon is
also true for each RQnterestingly, the New York RO has the lowest percentage of cashedvursadew York
was also the R with the lowest response raand the only RO that had no significant differences between the
response rates of the control group and the incentive groups.

Table8. Percentage of Households that Cashed Received Incentives by Incentuat/and RO

Regional Office $20 $40 Difference
New York (22) 66.26 75.0% 8.9%*
Philadelphia (23) 69.0% 83.9% 15.0%0*
Chicago (25) 71.1% 81.4% 10.3%0*
Atlanta (29) 72.%% 81.8% 9.4%*
Denver (31) 69.%% 78.9% 9.4%*
Los Angeles (32) 67.1% 80.8% 13.70*

SOURCE: U.S. Census Bureau, Survey of Income and Program Particigititi?) ( 2014 Panel Wave 1
*Significant difference between $20 and $40 at the 10% level of significance

Finally, it is interesting to look at the characteristics of the households tmat@dash the incentivea logistic
regression model predicting the probability of cashing a received ime@atn provide insight into the types of
households that are more likely to cash an incenftiable9 shows the estimated coefficients for sudbgastic
regression modeA significantly positive coefficient implies that the group is ebkely to cash an incentive
compared to the reference group; whereas, a significantly negative coeffigiias that the group is less likely to
cash an inceive compared to the reference group



Table9. Estimated Logistic Regression Model for Predicting a Househ®dxpability of Cashingin

Incentive
Estimate 90%
Confidence
Limits

Intercept 0.43 0.31 | 0.56
Incentive Amount (ref=$20)
$40 0.62* 0.54 |0.69
Race (ref=White)
Black 0.21* 0.07 | 0.3
Other -0.05 -0.23 | 0.12
Gender of Reference Person
(ref=Male)
Female 0.21* 0.12 | 0.9
Age of Reference Person (ref= >55)
<25 -0.23 -0.41 | -0.04
2534 0.02 -0.09 | 0.4
3554 0.03 -0.06 | 0.12
Education of Reference Person
(ref=Bachelor’'s degree)
No high school -0.3% -051 | -0.15
High school, no diploma 0.28 0.14 | 0.43
High school diploma 0.13* 0.05 |0.21
Tenure (ref=Owned)
Rented 0.22* 0.14 |0.31
Occupied w/o Payment 0.05 -0.21 | 0.31
Region (ref=Northeast)
Midwest 0.29% 0.18 | 0.40
South 0.22 0.11 | 0.33
West 0.13 -0.01 | 0.28
Marital Status (ref=Married w/
spouse present)
Married w/o spouse present -0.3%5* -0.62 | -0.09
Widowed -0.47* -0.59 | -0.34
Divorced 0.05 -0.07 | 0.17
Semrated 0.38 0.13 | 0.63
Never Married -0.06 -0.18 | 0.05
Urban/Rural Status (ref=Urban)
Rural -0.1¢ -0.25 | -0.07

SOURCE: U.S. Census Bureau, Survey of Income and Progaetioifation (SIPP), 2014 Panel Wave 1
*Significant at the 10% level of signifioae

Based on this logistic regression model, we can see that the likelihoaghing an incentive differs by household
characteristicHouseholds with a black reference person are more likely to cash the incentitleotdeawith a

white reference persoRenters are more likely to cash than house osvhkban households are more likely to

cash than rural household#&emale household reference persons are more likely to cash than male refeate per
When the reference person is under age 25 thdgssdikely to cash the incentivalso, a $40 incentive is more

likely to be cashed than a $20 incentive.

V. Design of the SIPP 2014 Experiment Wave 2
Our Wave 2 experiment is aimed towards finding a way to use incerdir@pitove the overall repsentativeness
of our interviewed samplén Table6, we saw that for many of the key variables typically used in thehtieg

nonresponse adjustment, a randomly assigrmehtive does not change the distribution of the interviewed .cases
Therefore, instead of randomly assigned incentives, we can assignvesdra@sed on a householdtsaracteristics

9



We plan on developing a response propensity model to predict each housphathability of responding in Wave

2 given their Wave 1 characteristi®¥e hope to use characteristics typically associated with potential nonsespon
bias & dependent variables in our modBy assigning incentives to householdsed on these characteristios
hope to improve the coverage of our final sample

In addition b improving coverage, another goal of the propensity model is to alienihe offering of unnecessary
incentives By including the receipt of an incentive as a main effect and as an interattiaothver variables in the
propensity model, we can determihow an incentive wilhffecta household’s propensity to respond. Then we can
targetincentives towards the households in which receiving an incentive instdasprobaility of responding by

the most, i.e., those with the largest differextmetween e predictedprobability of responding with the incentive
and thepredictedprobability of esponding without the incentive according to the mddehis way we hope that

we can avoid giving incentives to the households that would have respondeat thigmo.

We have designed the SIPP 2014 Wave 2 experiment with these goals.ilnriifave 2 we are only going to test
the results of assigning incentives based on a propensity model, we sradyoto actually use the model to assign
incentives Therefoe, we are still going to do a random assignment of conditional incen8iree Wave 1 showed
$40 incentives are more effective than $20 incentives, we are only ostudy the effect of $40 incentives in
Wave 2 We start with the four groups from thidave 1 experiment, but decide to divide Group 4 randomly in half
into Groups 4a and 4b to create more options for our propensity model.t€stng 1 is again the control group
and is assigned no incentiv@roups 2 and 4a are assigned $40 conditiorahitives Groups 3 and 4b are also
assigned no incentiv@able D summarizes the Wave 2 treatment groups and the number of eligibiEhbtulssin
each.

Table10. Number of Housing Units and Eligible Households for each Incentive Gnahe iSIPP 2014 pal
Wave 1 of Interviewing

Group Wave lincentive Wave 2 Incentive | Number of Eligible
Amount Amount Households
1 $0 $0 7726
2 $0 $40 7773
3 $20 $0 7781
4a $40 $40 3932
4b $40 $0 3856

SOURCE: U.S. Census Bureau, Survey of Income and Program Paditi¢&PP), 2014 Panel Wage

Since we are doing a random assignment of incentives, in additioning &ropensitymodel based incentive, we
can also look at the effect of Wave 2 randomly assigned incentiligssthis in mind we can answer the follving
questions:

o Does the Wave 1 incentive effect caoyer to Wave 2? We can compare the Wave 2 response rates of
Groups 4b and and Groups 3 and 1.

e What is the effect of duplicate incentives? We can compare the Wave 2 responseGatepsida
and 1

e Whatis the effect of a later incentive in Wave 2? We can compare the Wave 2 response rates of
Groups 2 and 1.

In order to test propensiyased incentives, the same model will be applied to both the controkatrdeént groups,
conditional on the Wave incentive Groups 1 and 4b are the control groups, with $0 and $40 Wave 1 incentives
respectivelyGroups 2 and 4a are the treatment groups that receive a $40 Wave 2 incenti$8,amith$40 Wave 1
incentives respectively. Wean then look at whatould have happened if we assigned only a portion of the
treatment group incentives based on the household response propstsé#g bf assigning incentives to the entire
group

For examplesuppose we want to assigh% of the sampled households indess, so we pick out the 50% of

householdg$or which giving an incentive increases the probability of responding theegtegtentaccording to the
model.We selecthis 50% for both the control group (1 ant)4and the incentive groy@ and 4). We carobserve
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if there is adifference intheresponse rater distributionof theinterviewedhousehold®¥etween the control and
incentive groupgNote: we are only usinthe 50% of these grougsoserby the modefor this comparisonto see
the effectof themodetbased incentive. We can do this for any percentameonly 3%, to see which works best,
both in terms of resulting distribution, response rate, and cost.

VI. Conclusions
Overall, the Wave incentivestudy for theSIPP2014 Panel showtse folowing results

o Both the $20 and $40 conditional incentives significantly increasethvesponse rate compared to the
control, with the $40 incentive significantly increasing response ratpaad to the $20 incentive.

) The effectiveness of the incentive differed by regional office. For New, Yeikher incentive amount was
effective in increasing response rder Atlanta, both the $20 and $40 were effective.

o Among interviewed households, the distribution of many key variablesotslgnificantly dffer among
incentive groupsThe distributiorof the householder reference person’s maassignificantly different
across incentive groups.

We conclude that the conditional incentive approach is effective in improsépgnse rate but does not change the
characteristics of the final interviewed samflberefore, if there is nonresponse bias, a randomly assigned
incentive will not affect the bias of our estimates.

Our Wave 2 experiment is aimed towards finding a way toncssntivesto improve theoverall representativeness
of our interviewed sample. We plan on developing a response propensity moaelith gaech household’s
probability of responding in Wave 2 given their Wave 1 characterigjcassigning incentives to householised
on ther response propensity instead of randgmlg hope to improve the coverage of our fingrviewedsample
In addition, we hope that we can get similar improvemerttseresponse rate with fewer incentives by targeting
households that are affected bgéntives the most.

References

Bates, Nancy (2001). Evaluation of 1996 SIPP Incentive Experiment VB8ahM&3/emorandum from Bates to King.
Census Bureau, June 22, 2001.

Creighton, Kathleen P. (2003)etter from Creighton to Schechter (regarding use of monetary incentives in 2004
SIPP Panel). Census Bureau, April 8, 2003.

Creighton, Kathleen P., King, Karen E., and Martin, Elizaetf2001). The Use of Monetatgcentives in Census
Bureau Longitudinal SurveyStatistical Policy Working Paper 32: 2000 Seminar on Integrating Federal
Statistical Information and Processes. Washington DC: Federal Committee on Statistical Methodology,
Office of Managementral Budget, April 2001, pp. 28%10.

Flanagan, Patrick (2007). SIPP 2004: Incentive Analysis (ABY. $uternal Memorandum from Flanagan to
Creighton. Census Bureau, March 27, 2007.

Gelman, Andrew, Stevens, Matt, and Chan, Valerie (2003). Regrddsideling and Metsnalysis for Decision
Making: A CostBenefit Analysis of Incentives in Telephone Surveysrnal of Business & Economic
Statistics, Vol. 21.

James, Tracy L. (1997). Results of the Wave 1 Incentipefiiment in the 1996 Survey bbfcome and Program
Participation4SA4 Proceedings of the Section on Survey Research Methods, 834-839.

Lewis, Danise (2004). SIPP 2001 Panel: Final Results of the Incentive Expésidniorandum from Lewis to
Creighton. Census Bureau, July 14, 2004.

11



Lewis, Denise, and Creighton, Kathleen (2005). The Use ofetémy Incentives in the Survey of Income and
Program Rrticipation. Paper presented at the annual meeting dfitbe@can Association for Public
Opinion Research, Fontainebleau Resort, Miami Beach, FL.

Mack, Stephen, Huggins, Vicki, Keathley, Donald, and Skokii Mahdi (1998). Do Monetary Incentives Impeov
Response Rates in the Survey of Income and Program ParticipatsohProceedings of the Section on
Survey Research Methods, 529-534.

Mattingly, TracyL. (2011) 2008 Survey of Income and Program Participation Incentive Study R&hofs-7).
Internal Memorandum from Killion. U.S. Census Bureau, August 29, 2011.

Shettle, Carolyn (1996). Evaluation of Using Monetaryehtives in a Government Surveymerican Statistical
Association, Aug. 1996.

Singer, Eleanor (2001). The Use of Incentives to Reducedsponse in Household Surve§srvey Nonresponse,
eds. R. M. Groves, D. A. Dillman, J. L.tlelge, and R. J. A. Little, Nework: Wiley, pp. 163177.

12



